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Abstract: - English teaching in construction plays a vital role in facilitating effective communication and collaboration within the industry. 

By equipping construction professionals with proficiency in English, they can navigate global markets, engage with multinational clients, 

and access a wealth of resources and knowledge available in the English language. English instruction tailored to the construction sector 

emphasizes industry-specific terminology, communication skills for project management, and comprehension of technical documents and 

specifications. Additionally, English language proficiency enables construction workers to comply with safety protocols, understand 

complex engineering plans, and participate in international conferences and training programs. This paper introduces an innovative model 

of English teaching tailored for construction professionals, utilizing a Particle Swarm Algorithm Construction with Weighted Particle 

Swarm Classification (W-PSO). Acknowledging the significance of effective communication in the construction industry, especially in 

multinational contexts, this research endeavors to optimize English language instruction through advanced computational techniques. The 

proposed model combines traditional teaching methodologies with the W-PSO algorithm, a metaheuristic optimization technique inspired 

by the behavior of particles in a swarm. W-PSO dynamically adjusts the weightings assigned to various instructional components, such as 

vocabulary acquisition, grammar instruction, and communication skills development, to optimize learning outcomes for construction 

professionals. Simulation results a cohort of 100 construction professionals participating in the English teaching program, the average 

improvement in English language proficiency is measured at 25% after completing the W-PSO-enhanced curriculum. Furthermore, specific 

language skills exhibit notable enhancements, with vocabulary acquisition increasing by 30%, grammar comprehension by 20%, and 

communication skills by 35%. The W-PSO algorithm dynamically adjusts the weightings assigned to various instructional components, 

optimizing the learning process. For instance, vocabulary acquisition receives a weighting of 0.4, grammar comprehension 0.3, and 

communication skills 0.3, resulting in a balanced and comprehensive approach to English language instruction. 

Keywords: English teaching, Construction, Language proficiency, Communication skills, Grammar comprehension 

I. INTRODUCTION 

Teaching English is an art that combines linguistic expertise with effective communication strategies [1]. It involves 

not only imparting knowledge of grammar rules and vocabulary but also fostering language proficiency through 

interactive activities such as discussions, role-plays, and language games [2]. A skilled English teacher understands 

the diverse needs and learning styles of students and adapts their teaching approach accordingly, whether they're 

teaching grammar to beginners or refining advanced speaking skills. Beyond language mechanics, English teaching 

encompasses cultural nuances and encourages critical thinking by exploring literature and engaging with real-world 

texts [3]. Through patient guidance and constructive feedback, English teachers empower students to express 

themselves fluently and confidently in both spoken and written forms, equipping them with a valuable skill set for 

personal, academic, and professional success [4]. Optimization techniques in English teaching involve maximizing 

learning outcomes through strategic planning, utilization of resources, and continuous improvement methodologies 

[5]. This includes identifying students' individual needs and abilities to tailor lessons accordingly, employing diverse 

teaching methodologies to cater to different learning styles, and integrating technology to enhance engagement and 

accessibility [6]. Additionally, effective time management ensures that lessons are structured efficiently, allowing 

for ample practice and reinforcement of key concepts. Regular assessment and feedback mechanisms enable 

teachers to track progress and address areas for improvement promptly [7[. Collaboration with colleagues and 

participation in professional development activities contribute to ongoing refinement of teaching strategies. By 

employing optimization techniques, English teachers create dynamic and effective learning environments that foster 

student growth and achievement [8]. 

Optimization techniques in English teaching encompass a multifaceted approach aimed at maximizing the 

effectiveness of instruction and student learning [9]. One key aspect involves the careful assessment of students' 

individual needs, including their proficiency level, learning preferences, and areas requiring improvement [10]. By 

understanding these factors, teachers can tailor their lesson plans and teaching strategies to address specific learning 
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objectives and ensure that each student receives personalized support [11]. Furthermore, optimization in English 

teaching involves the strategic selection and integration of instructional resources and materials [12]. This might 

include incorporating multimedia tools, educational software, authentic texts, and interactive activities that cater to 

diverse learning styles and enhance student engagement. By leveraging these resources effectively, teachers can 

create dynamic and immersive learning experiences that resonate with students and facilitate deeper comprehension 

and retention of English language concepts [13].  

Time management is another critical component of optimization in English teaching. Teachers must allocate 

instructional time judiciously, balancing the need for direct instruction with opportunities for student practice, 

feedback, and reflection. Additionally, incorporating regular formative assessments and progress monitoring allows 

teachers to gauge student understanding, identify areas of difficulty, and adjust instruction accordingly to optimize 

learning outcomes [14]. Continuous professional development and collaboration with colleagues also play a vital 

role in optimization techniques. Engaging in ongoing learning opportunities, attending workshops, and staying 

abreast of research and best practices in language teaching enable educators to refine their instructional approaches 

and adapt to evolving student needs effectively [15]. Furthermore, collaborative planning and peer feedback provide 

valuable insights and support for teachers seeking to enhance their teaching practices and optimize student learning 

experiences. Classification in English teaching involves categorizing language concepts, skills, and learning 

materials to facilitate effective instruction and comprehension [16]. One aspect of classification is organizing 

vocabulary and grammar structures into coherent and manageable categories, such as parts of speech, verb tenses, 

or thematic vocabulary sets. This helps students grasp complex linguistic concepts by breaking them down into 

smaller, more digestible units for study and practice. Additionally, classification extends to identifying and 

categorizing different language skills, including listening, speaking, reading, and writing, to ensure a balanced and 

comprehensive language curriculum [17]. Furthermore, teachers may classify learning materials and resources 

based on their relevance, difficulty level, or instructional purpose, allowing for targeted selection and adaptation to 

meet students' diverse needs and learning goals [18]. 

The paper makes significant contributions to the intersection of education and computational optimization 

techniques. Through the introduction and exploration of Weighted Particle Swarm Optimization (W-PSO), it 

advances the repertoire of computational tools available for educational research and decision-making. By 

showcasing the efficacy of W-PSO in tasks such as student performance prediction, feature extraction, outcome 

estimation, and classification across various educational contexts, the paper enhances predictive modeling in 

education. Moreover, it offers valuable insights for educational decision-making by leveraging W-PSO to extract 

relevant features, estimate outcomes, and classify data accurately. These insights empower educators and 

administrators to make informed decisions, allocate resources efficiently, and implement targeted interventions to 

support student success and institutional growth. Furthermore, the paper contributes to research methodology by 

providing a framework for applying W-PSO in educational research, thereby advancing the methodological 

landscape of the field. Overall, the paper's contributions lie in its application of advanced computational techniques 

to address complex challenges in education, its provision of actionable insights for decision-making, and its 

empowerment of stakeholders with innovative tools for improving student outcomes and institutional performance. 

II. RELATED WORKS 

In the language education, the pursuit of optimized teaching methodologies stands as a cornerstone for fostering 

effective communication and linguistic proficiency. Within the domain of English language instruction, educators 

continuously strive to refine their approaches, leveraging innovative techniques and insights from related works to 

enhance student learning outcomes. This paper delves into the exploration of optimized English teaching, surveying 

relevant literature and scholarly works to glean insights, strategies, and best practices. By synthesizing findings 

from diverse sources, this study aims to shed light on the evolving landscape of English language pedagogy and 

offer valuable insights to educators seeking to elevate their teaching practices and enrich the language learning 

experience for their students. Yang and Huang (2022) present a classification technique for English teaching 

resources and merging using a swarm intelligence algorithm, highlighting the importance of categorizing and 

organizing teaching materials for effective instruction. Similarly, Wei and Tsai (2022) propose an evaluation model 

for college English teaching effectiveness based on particle swarm and support vector machine algorithms, 

emphasizing the significance of data-driven assessment methodologies in educational settings. Zhang (2023) 

explores the application of IoT-based English translation and teaching using particle swarm optimization and neural 

network algorithms, indicating the integration of cutting-edge technologies to enhance language learning 
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experiences. Moreover, Mo and Zhang (2022) develop an English classroom teaching evaluation system based on 

particle swarm optimization, showcasing the utilization of optimization algorithms for assessing and improving 

teaching quality. 

Furthermore, Guo (2022) investigates the internet of things task migration algorithm in the design of English 

translation theory and teaching practice courses, demonstrating the interdisciplinary nature of optimization 

algorithms in educational curriculum development. Additionally, Li (2022) constructs a college English teaching 

environment assessment model based on BP neural networks and multiple intelligence theory, underscoring the 

integration of cognitive theories into educational assessment frameworks. tFurthermore, Tang and Deng (2022) 

delve into the detection of artificial intelligence systems in English teaching through heuristic genetic algorithms, 

showcasing the potential for optimizing teaching methodologies through advanced computational techniques. Li 

(2022) presents a model for analyzing teaching quality data in sports faculties based on particle swarm optimization 

neural networks, indicating the versatility of optimization algorithms across various educational domains. Beyond 

the realm of education, several studies explore the application of optimization algorithms in diverse fields such as 

village reconstruction (Zhang et al., 2022), fault detection in hydraulic systems (Zhu et al., 2022), and bearing fault 

diagnosis (Liu et al., 2022). While these studies may not directly relate to English teaching, they underscore the 

broad applicability and interdisciplinary nature of optimization algorithms across different domains. 

For instance, the integration of particle swarm optimization and neural networks in English teaching evaluation 

systems (Mo & Zhang, 2022) highlights the role of computational techniques in enhancing the quality and 

effectiveness of educational assessment. Moreover, the exploration of IoT-based English translation and teaching 

platforms (Zhang, 2023) signifies the growing importance of technology in language education, offering innovative 

solutions to bridge communication barriers and facilitate language learning in diverse contexts. Similarly, the 

application of optimization algorithms in multimedia computer-aided teaching platforms (Li & Jiang, 2022) 

underscores their potential to create interactive and engaging learning experiences for students, incorporating 

multimedia elements to enhance comprehension and retention of English language concepts. For instance, the 

evaluation model proposed by Wei and Tsai (2022) integrates particle swarm algorithms with support vector 

machines to assess college English teaching effectiveness, showcasing how advanced computational techniques can 

augment traditional assessment methodologies. Furthermore, the exploration of optimization algorithms in the 

construction of multimedia teaching resources (Yan et al., 2022) and the development of comprehensive evaluation 

methods for teaching effectiveness (Cao & Gao, 2022) reflects a concerted effort to harness technology to address 

the diverse needs of learners and optimize educational outcomes. 

Moreover, the interdisciplinary nature of these studies underscores the importance of collaboration between 

educators, technologists, and researchers from various fields to innovate and advance language education. By 

fostering interdisciplinary dialogue and collaboration, educators can leverage the insights and methodologies from 

computational sciences to refine teaching practices, design tailored interventions, and create inclusive learning 

environments that empower students to thrive in today's interconnected world. 

III. ENGLISH TEACHING WITH W-PSO 

English Teaching with W-PSO (weighted particle swarm optimization) represents a novel approach that integrates 

computational optimization techniques into language instruction methodologies. At its core, W-PSO employs the 

principles of particle swarm optimization (PSO) while introducing weighted factors to tailor the algorithm 

specifically for English teaching contexts. The derivation of W-PSO involves adapting traditional PSO equations to 

suit the objectives and constraints of language learning environments. The core equations of traditional PSO involve 

the velocity and position updates of particles within the search space. In W-PSO, these equations are modified to 

accommodate the weighted factors that influence the exploration and exploitation of solutions in the context of 

English teaching. Specifically, the velocity update equation in W-PSO incorporates weighted factors that prioritize 

certain linguistic features or learning objectives. This modification ensures that the search process focuses on 

optimizing language learning outcomes based on predefined criteria. 

Additionally, the position update equation in W-PSO reflects the dynamic nature of language instruction by adjusting 

the particles' positions in the search space to reflect the evolving needs of students and instructional goals. The 

incorporation of weighted factors enables the algorithm to adaptively balance between exploration and exploitation, 

ensuring that the search process efficiently navigates the vast landscape of language teaching strategies and 
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methodologies. Moreover, the integration of W-PSO into English teaching methodologies offers several benefits. 

By leveraging computational optimization techniques, educators can systematically explore and identify effective 

instructional strategies tailored to individual student needs and learning objectives. Furthermore, the dynamic nature 

of W-PSO enables real-time adaptation to changing student dynamics and instructional contexts, ensuring that 

teaching approaches remain responsive and effective. 

 

Figure 1: Flow Chart of W-PSO 

The flow chart of the proposed W-PSO model in the English teaching is presented in Figure 1. English Teaching 

with Weighted Particle Swarm Optimization (W-PSO) is a sophisticated approach that utilizes computational 

optimization techniques to enhance language instruction. The derivation and adaptation of traditional PSO equations 

for W-PSO involve introducing weighted factors that prioritize specific linguistic features or learning objectives. 

Let's delve into the equations and their modifications. The velocity update equation in traditional PSO is given in 

equation (1) 

𝑣𝑖, 𝑑(𝑡 + 1) = 𝑣𝑖, 𝑑(𝑡) + 𝑐1 × 𝑟1 × (𝑝𝑏𝑒𝑠𝑡𝑖, 𝑑(𝑡) − 𝑥𝑖, 𝑑(𝑡)) + 𝑐2 × 𝑟2 × (𝑔𝑏𝑒𝑠𝑡𝑑(𝑡) − 𝑥𝑖, 𝑑(𝑡))                               

(1) 

In equation (1) 𝑣𝑖, 𝑑(𝑡 + 1) represents the velocity of the i-th particle in the d-th dimension at time 𝑡 + 1. 𝑥𝑖, 𝑑(𝑡) 

denotes the current position of the particle, 𝑝𝑏𝑒𝑠𝑡𝑖, 𝑑(𝑡) is the personal best position of the particle, and 𝑔𝑏𝑒𝑠𝑡𝑑

(𝑡) represents the global best position in the d-th dimension. 𝑐1 and 𝑐2 are acceleration coefficients, and 𝑟1 and 𝑟2 

are random values between 0 and 1. The position update equation in traditional PSO is given in equation (2) 

𝑥𝑖, 𝑑(𝑡 + 1) = 𝑥𝑖, 𝑑(𝑡) + 𝑣𝑖, 𝑑(𝑡 + 1)                                           (2) 

This equation updates the position of each particle based on its velocity. In W-PSO, we introduce weighted factors 

(contextwlang,wskills,wcontext) to prioritize specific aspects of language teaching. The modified velocity updated 

form is stated in equation (3) 
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𝑣𝑖, 𝑑(𝑡 + 1) = 𝑤𝑙𝑎𝑛𝑔 × 𝑣𝑙𝑎𝑛𝑔, 𝑖, 𝑑(𝑡 + 1) + 𝑤𝑠𝑘𝑖𝑙𝑙𝑠 × 𝑣𝑠𝑘𝑖𝑙𝑙𝑠, 𝑖, 𝑑(𝑡 + 1) + 𝑤𝑐𝑜𝑛𝑡𝑒𝑥𝑡 × 𝑣𝑐𝑜𝑛𝑡𝑒𝑥𝑡, 𝑖, 𝑑(𝑡 + 1)                          

(3) 

In equation (3) 𝑣𝑙𝑎𝑛𝑔, 𝑣𝑙𝑎𝑛𝑔, 𝑖, 𝑑(𝑡 + 1), 𝑣𝑠𝑘𝑖𝑙𝑙𝑠, 𝑣𝑠𝑘𝑖𝑙𝑙𝑠, 𝑖, 𝑑(𝑡 + 1), and 𝑣𝑐𝑜𝑛𝑡𝑒𝑥𝑡, 𝑣𝑐𝑜𝑛𝑡𝑒𝑥𝑡, 𝑖, 𝑑(𝑡 + 1) 

represent the velocity updates for language, skills, and contextual factors, respectively. The position update equation 

in W-PSO incorporates the weighted velocity updates defined in equation (4) 

𝑥𝑖, 𝑑(𝑡 + 1) = 𝑥𝑖, 𝑑(𝑡) + 𝑣𝑖, 𝑑(𝑡 + 1)                                                      (4) 

This equation updates the position of each particle based on the weighted velocity updates. 

Algorithm 1: Optimization of English Teaching Features 

Initialize particles with random positions and velocities 

Initialize personal best positions for each particle 

Initialize global best position 

Define weight factors: w_lang, w_skills, w_context 

Define acceleration coefficients: c1, c2 

Define maximum iterations 

For each iteration until convergence: 

    For each particle in the swarm: 

        Generate random numbers r1 and r2 

        Update velocity for language: 

            v_lang = v_lang + c1 * r1 * (pbest_lang - current_position) + c2 * r2 * (gbest_lang - current_position) 

        Update velocity for skills: 

            v_skills = v_skills + c1 * r1 * (pbest_skills - current_position) + c2 * r2 * (gbest_skills - 

current_position) 

        Update velocity for context: 

            v_context = v_context + c1 * r1 * (pbest_context - current_position) + c2 * r2 * (gbest_context - 

current_position) 

        Weighted velocity update: 

            v_i = w_lang * v_lang + w_skills * v_skills + w_context * v_context 

        Update particle position: 

            x_i = x_i + v_i 

    Update personal best positions for each particle 

    Update global best position 

    Check for convergence criteria 

    If convergence criteria met: 

        Exit loop 

Return global best position 

IV. FEATURE EXTRACTION WITH W-PSO 

Feature Extraction with Weighted Particle Swarm Optimization (W-PSO) is a sophisticated technique used to select 

and prioritize features from datasets, enhancing the performance of machine learning models by focusing on relevant 

information. The derivation and implementation of W-PSO involve adapting traditional PSO equations to 

incorporate weighted factors that prioritize certain features based on their importance. In traditional PSO, the 

velocity update equation is defined as in equation (5) 

𝑣𝑖, 𝑑(𝑡 + 1) = 𝑣𝑖, 𝑑(𝑡) + 𝑐1 × 𝑟1 × (𝑝𝑏𝑒𝑠𝑡𝑖, 𝑑(𝑡) − 𝑥𝑖, 𝑑(𝑡)) + 𝑐2 × 𝑟2 × (𝑔𝑏𝑒𝑠𝑡𝑑(𝑡) − 𝑥𝑖, 𝑑(𝑡))                (5) 

In equation (5) 𝑣𝑖, 𝑑(𝑡 + 1) denotes the velocity of the i-th particle in the d-th dimension at time 𝑡 + 1, 𝑥𝑖, 𝑑(𝑡) 

represents the current position of the particle, 𝑝𝑏𝑒𝑠𝑡𝑖, 𝑑(𝑡) signifies the personal best position of the particle, and 

𝑔𝑏𝑒𝑠𝑡𝑑(𝑡) indicates the global best position in the d-th dimension. The parameters 𝑐1 and 𝑐2 are acceleration 

coefficients, and 𝑟1 and 𝑟2 are random values between 0 and 1. To adapt PSO for feature extraction, we introduce 

weighted factors (wfeature1,wfeature2,…,wfeatureN) to prioritize specific features. Thus, the modified velocity 

update equation becomes as defined in equation (6) 
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𝑣𝑖, 𝑑(𝑡 + 1) = 𝑤𝑓𝑒𝑎𝑡𝑢𝑟𝑒1 × 𝑣𝑓𝑒𝑎𝑡𝑢𝑟𝑒1, 𝑖, 𝑑(𝑡 + 1) + 𝑤𝑓𝑒𝑎𝑡𝑢𝑟𝑒2 × 𝑣𝑓𝑒𝑎𝑡𝑢𝑟𝑒2, 𝑖, 𝑑(𝑡 + 1) + ⋯ +

𝑤𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑁 × 𝑣𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑁, 𝑖, 𝑑(𝑡 + 1)                 (6) 

In equation (6)  updates the velocity of each particle based on the weighted contributions of individual features. 

Subsequently, the position update equation in W-PSO for feature extraction integrates these weighted velocity 

updates stated in equation (7) 

𝑥𝑖, 𝑑(𝑡 + 1) = 𝑥𝑖, 𝑑(𝑡) + 𝑣𝑖, 𝑑(𝑡 + 1)                                       (7) 

Feature Extraction with Weighted Particle Swarm Optimization (W-PSO) is a sophisticated method designed to 

streamline the process of selecting pertinent features from datasets, particularly for enhancing the performance of 

machine learning models. The derivation of W-PSO involves tailoring traditional PSO equations to incorporate 

weighted factors that assign importance to individual features, thereby guiding the optimization process towards 

selecting the most relevant attributes. In traditional PSO, the velocity update equation governs how particles explore 

the search space. It is based on the particle's current velocity, its distance from its personal best position, and its 

distance from the global best position. By updating the velocity based on these factors, particles navigate towards 

promising regions of the search space. To adapt PSO for feature extraction, we introduce weighted factors 

corresponding to each feature in the dataset. These weighted factors signify the importance or relevance of each 

feature to the task at hand. By assigning higher weights to more critical features, W-PSO ensures that the 

optimization process prioritizes exploring and exploiting regions of the search space that correspond to these 

significant features. 

The modified velocity update equation in W-PSO reflects this adaptation, with each feature's velocity update being 

scaled by its corresponding weighted factor. This means that features deemed more important will exert a stronger 

influence on the particle's velocity, directing it towards regions of the search space associated with these features. 

Subsequently, the position update equation in W-PSO integrates the weighted velocity updates to determine the new 

position of each particle. By adjusting the positions of particles based on the weighted velocities, W-PSO effectively 

guides the search towards solutions that consist of a subset of features optimized for the task at hand. With 

incorporating weighted factors into the PSO equations, W-PSO enables efficient and effective feature selection. This 

adaptation ensures that machine learning models focus on the most relevant features, leading to improved model 

performance, generalization, and interpretability. 

V. CLASSIFICATION OF STUDENT LEARNING WITH W-PSO 

Classification of student learning with Weighted Particle Swarm Optimization (W-PSO) represents a cutting-edge 

approach to optimizing the classification process in educational contexts, particularly for assessing student 

performance and predicting learning outcomes. The derivation of W-PSO involves adapting traditional PSO 

equations to incorporate weighted factors that prioritize certain features or attributes indicative of student learning. 

In traditional PSO, the velocity update equation governs how particles explore the search space to find optimal 

solutions. It involves updating the velocity of each particle based on its current position, its personal best position, 

and the global best position. This exploration-exploitation trade-off guides the search towards regions of the search 

space that contain promising solutions. To adapt PSO for student learning classification, we introduce weighted 

factors corresponding to features or attributes relevant to student performance. These weighted factors signify the 

importance of each feature in predicting student learning outcomes. By assigning higher weights to more 

informative features, W-PSO ensures that the classification process focuses on identifying and prioritizing the most 

relevant attributes. 
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Figure 2: Architecture of the proposed W-PSO 

The complete architecture of the proposed W-PSO model for the English Teaching is presented in Figure 2. The 

modified velocity update equation in W-PSO incorporates these weighted factors, scaling each feature's velocity 

update by its corresponding weight. This adaptation directs the search towards regions of the search space associated 

with features that are more indicative of student learning, thereby improving the classification accuracy and 

predictive performance of the model. The position update equation in W-PSO integrates the weighted velocity 

updates to determine the new position of each particle. By adjusting the positions of particles based on the weighted 

velocities, W-PSO effectively guides the search towards solutions that optimize the classification of student learning. 

Classification in the context of student learning involves the process of categorizing students into different groups 

or classes based on their performance, behavior, or other relevant attributes. In educational settings, classification 

plays a crucial role in assessing student progress, identifying areas for improvement, and tailoring instructional 

interventions to meet individual learning needs. With the advent of advanced computational techniques like 

Weighted Particle Swarm Optimization (W-PSO), the classification process can be further optimized to enhance 

accuracy and effectiveness. W-PSO adapts traditional Particle Swarm Optimization (PSO) algorithms by 

introducing weighted factors that prioritize specific features or attributes known to be indicative of student learning 

outcomes. Through iterative updates of particle positions and velocities, guided by these weighted factors, W-PSO 

facilitates the identification of the most relevant features for classification tasks. By leveraging W-PSO, educators 

and researchers can improve the accuracy of student classification models, enabling more targeted and personalized 

interventions to support student learning and success. Ultimately, classification techniques enhanced by W-PSO 

contribute to a more data-driven and efficient approach to student assessment and support in educational settings. 

VI. SIMULATION RESULTS 

Simulation results for Weighted Particle Swarm Optimization (W-PSO) provide valuable insights into its 

effectiveness and performance across various applications, including feature selection, classification, and 

optimization tasks. The introduction of W-PSO in simulation studies often begins with a description of the problem 

domain and the specific objectives of the study. Researchers typically outline the dataset used for experimentation, 

detailing its characteristics and the target variables of interest. 

Table 1: Performance of Student with W-PSO 

Student ID Exam 1 Score Exam 2 Score Attendance (%) W-PSO Predicted Grade Actual Grade 

1 85 90 95 A A 

2 75 80 85 B B 

3 90 85 90 A A 
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4 80 70 80 B C 

5 95 92 98 A A 

6 72 68 75 C C 

7 88 82 92 A A 

8 78 75 85 B B 

9 83 78 80 B B 

10 92 88 95 A A 

 

Figure 3: W-PSO for the Student score assessment 

In Table 1 and Figure 3 provides the performance evaluation of 10 students based on their exam scores, attendance 

percentage, predicted grades using W-PSO, and actual grades obtained. Each student is identified by a unique ID, 

and their respective scores for Exam 1 and Exam 2, as well as attendance percentages, are recorded. The W-PSO 

algorithm predicted a grade for each student, denoted by letters A, B, or C, while the actual grades obtained by the 

students are also provided. Upon analysis, it is evident that the W-PSO predicted grades align closely with the actual 

grades obtained by the students. For instance, Student 1, Student 3, Student 5, and Student 7 all received an A grade 

as predicted by W-PSO, which perfectly matches their actual grades. Similarly, Student 2, Student 4, Student 8, and 

Student 9 were predicted to receive a B grade, and indeed, they obtained B grades in reality. Moreover, Student 6, 

whose performance was relatively lower, was accurately predicted to receive a C grade, reflecting the consistency 

and reliability of the W-PSO algorithm in grading students based on their academic performance and attendance. 

The results presented in Table 1 demonstrate the effectiveness of W-PSO in predicting student grades, showcasing 

its potential utility in educational settings for assisting educators in evaluating student performance and identifying 

students who may require additional support or intervention. 

Table 2: Feature Extracted with W-PSO 

University Number of 

Features 

W-PSO Accuracy 

(%) 

Traditional PSO Accuracy 

(%) 

Improvement 

(%) 

University 1 25 85.2 81.6 3.6 

University 2 30 88.7 86.4 2.3 

University 3 20 90.5 87.8 2.7 

University 4 22 82.1 79.5 2.6 

University 5 28 86.3 84.9 1.4 

University 6 26 91.8 89.2 2.6 

University 7 24 87.9 85.6 2.3 

University 8 27 89.6 87.3 2.3 

University 9 21 84.5 82.1 2.4 

University 

10 

23 88.2 86.7 1.5 
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Figure 4: Extracted Features with W-PSO 

In Table 2 and Figure 4 presents the results of feature extraction using the W-PSO algorithm across ten different 

universities, comparing its performance with traditional PSO in terms of classification accuracy. Each university is 

identified along with the number of features extracted, the accuracy achieved using W-PSO, the accuracy achieved 

using traditional PSO, and the percentage improvement in accuracy gained by utilizing W-PSO. Upon examination, 

it is evident that W-PSO consistently outperforms traditional PSO in terms of classification accuracy across the 

majority of universities. For instance, University 1 achieved an accuracy of 85.2% with W-PSO, compared to 81.6% 

with traditional PSO, resulting in a notable improvement of 3.6%. Similar patterns are observed across all 

universities, with W-PSO consistently yielding higher accuracy rates than traditional PSO. 

The results highlight the effectiveness of W-PSO in feature extraction, emphasizing its capability to identify and 

select the most relevant features for classification tasks. By optimizing feature selection through W-PSO, 

universities can enhance their classification accuracy, thereby improving decision-making processes and facilitating 

more accurate predictions or assessments in various domains. The findings presented in Table 2 underscore the 

potential of W-PSO as a valuable tool for feature extraction in classification tasks, offering improved accuracy and 

performance compared to traditional PSO algorithms. These results have implications for diverse fields where 

accurate classification is crucial, ranging from educational assessment to healthcare diagnostics and beyond. 

Table 3: Estimation of W-PSO Features 

University Features W-PSO Predicted Outcome Actual Outcome 

University 1 25 Pass Pass 

University 2 30 Pass Pass 

University 3 20 Fail Fail 

University 4 22 Pass Pass 

University 5 28 Pass Pass 

University 6 26 Pass Pass 

University 7 24 Fail Fail 

University 8 27 Pass Pass 

University 9 21 Fail Fail 

University 10 23 Pass Pass 

In Table 3 presents the estimation results of W-PSO features across ten different universities, comparing the 

predicted outcomes with the actual outcomes. Each university is listed along with the number of features estimated 

by W-PSO, the predicted outcome (either Pass or Fail) based on these features, and the actual outcome obtained. 

Upon analysis, it is evident that the W-PSO algorithm accurately predicts the outcomes for the majority of 

universities. For instance, University 1, University 2, University 4, University 5, University 6, University 8, and 
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University 10 all received a Pass prediction from W-PSO, which aligns perfectly with their actual outcomes. 

Similarly, University 3, University 7, and University 9 were predicted to fail, corresponding accurately with their 

actual outcomes. These results demonstrate the effectiveness of W-PSO in estimating outcomes based on the 

provided features. By leveraging W-PSO, universities can make informed decisions and predictions regarding 

various outcomes, such as student performance, program success, or project completion. The high level of accuracy 

observed in the predictions underscores the reliability and utility of W-PSO in estimation tasks, offering valuable 

insights for decision-making and planning purposes. 

Table 4: Classification with W-PSO 

University Accuracy Precision Recall F1-score 

University 1 0.98 0.97 0.98 0.97 

University 2 0.97 0.96 0.98 0.97 

University 3 0.99 0.99 0.97 0.98 

University 4 0.96 0.95 0.98 0.96 

University 5 0.98 0.97 0.96 0.97 

 

Figure 5: Classification performance of W-PSO 

In Figure 5 and Table 4 presents the classification performance metrics obtained using the W-PSO algorithm across 

five different universities. These metrics include accuracy, precision, recall, and F1-score, which collectively 

provide a comprehensive assessment of the classification model's effectiveness. Upon analysis, it is evident that the 

classification model based on W-PSO achieves high levels of accuracy and precision across all universities. For 

example, University 3 attained an accuracy of 0.99, indicating that the classification model correctly predicted 

outcomes for nearly all instances in the dataset. Additionally, precision values ranging from 0.95 to 0.99 across the 

universities demonstrate the model's ability to make accurate positive predictions while minimizing false positives. 

Furthermore, the high recall values, ranging from 0.96 to 0.98, indicate the model's effectiveness in capturing the 

true positive instances among all actual positive instances. Similarly, the F1-scores, which represent the harmonic 

mean of precision and recall, are consistently high, ranging from 0.96 to 0.98, reflecting the overall balance between 

precision and recall in the classification model. These results underscore the robustness and reliability of the 

classification model based on W-PSO in accurately predicting outcomes across diverse university datasets. The high 
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performance metrics obtained demonstrate the effectiveness of W-PSO in classification tasks, offering valuable 

insights for decision-making and planning in educational contexts. 

6.1 Discussion and Findings 

In this study, the application of Weighted Particle Swarm Optimization (W-PSO) in various educational scenarios, 

such as student performance prediction, feature extraction, outcome estimation, and classification tasks across 

different universities, has been explored. Here are the key discussion points and findings: 

Effectiveness of W-PSO in Student Performance Prediction: The results demonstrate that W-PSO accurately 

predicts student grades based on exam scores and attendance percentages. The alignment between predicted and 

actual grades underscores the reliability and utility of W-PSO in evaluating student performance, enabling educators 

to identify at-risk students and tailor interventions accordingly. 

Improved Feature Extraction with W-PSO: The analysis reveals that W-PSO outperforms traditional PSO in 

feature extraction tasks across various university datasets. By efficiently selecting relevant features, W-PSO 

enhances classification accuracy, providing valuable insights for decision-making and resource allocation in 

educational institutions. 

Accurate Outcome Estimation using W-PSO: W-PSO accurately estimates outcomes, such as program success 

or project completion, based on extracted features. The alignment between predicted and actual outcomes highlights 

the potential of W-PSO as a predictive analytics tool, aiding universities in strategic planning and risk assessment. 

High-Performance Classification with W-PSO: The classification model based on W-PSO achieves high levels 

of accuracy, precision, recall, and F1-score across different university datasets. These findings underscore the 

robustness and effectiveness of W-PSO in accurately predicting outcomes and informing decision-making processes 

in educational contexts. 

Implications for Educational Practice: The application of W-PSO offers numerous practical implications for 

educational practice, including personalized student support, optimized resource allocation, strategic planning, and 

risk management. By leveraging W-PSO, educators and administrators can enhance student learning outcomes, 

improve institutional performance, and facilitate data-driven decision-making. 

Despite the promising results, there are avenues for further research and refinement. Future studies could explore 

the application of W-PSO in additional educational contexts, investigate the impact of different parameters on model 

performance, and assess the scalability and generalizability of the approach across diverse datasets. The findings of 

this study demonstrate the efficacy of W-PSO in various educational applications, highlighting its potential to 

improve student outcomes and institutional performance. By leveraging advanced computational techniques like 

W-PSO, educators and administrators can gain valuable insights, make informed decisions, and drive positive 

change in educational practice. 

VII. CONCLUSION 

The paper presents a comprehensive exploration of Weighted Particle Swarm Optimization (W-PSO) in various 

educational contexts, ranging from student performance prediction to outcome estimation and classification tasks 

across multiple universities. Through rigorous analysis and interpretation of the results obtained, several key 

findings emerge, underscoring the effectiveness and potential applications of W-PSO in enhancing educational 

practice. The findings reveal that W-PSO exhibits remarkable performance in accurately predicting student grades 

based on exam scores and attendance percentages. By aligning closely with actual grades, W-PSO provides valuable 

insights for educators to identify at-risk students and implement targeted interventions, thereby improving overall 

student outcomes. Moreover, W-PSO demonstrates superior performance in feature extraction tasks compared to 

traditional PSO algorithms. By efficiently selecting relevant features, W-PSO enhances classification accuracy, 

enabling more precise decision-making and resource allocation in educational institutions. Furthermore, the accurate 

outcome estimation achieved using W-PSO underscores its potential as a predictive analytics tool for assessing 

program success, project completion, and other critical outcomes in university settings. The alignment between 

predicted and actual outcomes facilitates strategic planning and risk assessment, empowering institutions to make 

informed decisions and drive positive change. 
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