
J. Electrical Systems 20-3s (2024): 122-131 

 

122 

1 Dinesh G  

2 M A Berlin  

3 P Deepa  

4 G. Uma Gowri  

5 B. Subbarayudu 

Secure and Efficient Wireless Sensor 

Network and Machine Learning -based 

Monitoring System for Student Physical 

and Mental Health 

 

 

Abstract: - In this research we have reviewed the performance of machine learning algorithms and WSNs for the monitoring student 

physical and mental health. We have found that logistic regression is a stronger alternative after an exhaustive evaluation of machine 

learning algorithms that consistently produce superior performance metrics than Gaussian mixture models (GMM). This has demonstrated 

average accuracy of 87.1% across 10 experiments, besting the average accuracy of 83.8% of GMM. It also illustrates greater efficacy for 

assessing system security, producing average accuracy of 86.6%, with 91.9% for GMM. The findings demonstrate the significance of 

select a machine learning algorithms that meets the specific needs of monitoring student health systems. They are also an illustration of 

logistic regressions dependability, and adeptness at identifying subtle changes in student health indicators that allow for proactive initiation 

of interventions and support mechanisms tailored to individual students’ needs. Going forward, monitoring systems should next be further 

refined and optimised so that they can more effectively support both student well-being and academic success in the complex and diverse 

educational settings of Indian universities. 
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I. INTRODUCTION 

A major concern in these fast-paced and demanding educational atmospheres of today is ensuring the well-being 

of students. Educators, parents, and healthcare professionals voice concerns over growing mental and physical 

health issues suffered by student populations, with the ability to monitor and intervene in a timely manner critical 

to ensuring that students remain successful and happy for the duration of their academic journeys. The result has 

been an explosion in attention for the development of effective monitoring systems uniquely tailored to the needs 

of student populations [1]-[3]. 

Direct feedback about local conditions and student behaviour can focus university resources to where they are 

most required and potentially head off crises before they develop. In the event of an acute health crisis like a 

cardiac arrest, on the other hand, the super-fast, localized data gathering and processing can enable an almost 

instant response from emergency services, further stacked in their favour by the radio communication capabilities 

of WSNs [4]- [6]. 

The development and implementation of student health monitoring systems using WSNs also present several 

hurdles and challenges. The security and privacy issues of sensitive health data collected by WSNs are largely 

similar to connected devices of all sorts. The deeply personal nature of health information complicates this 
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problem even further. To protect student privacy and ensure compliance with laws such as the Health Insurance 

Portability and Accountability Act (HIPAA), strong encryption and data protection are needed. Also, such systems 

must be scalable and interoperable [7]-[9]. In a university, large and diversified, with widely varying populations 

of students and diverse infrastructure, this is a tall bar. These systems must work with the existing IT systems 

already in place because of HIPAA and have to work on a wide variety of platforms and devices in order to reach 

the largest possible audience and have the greatest possible effect [10]-[12]. 

Over the past four years, health monitoring systems have undergone a remarkable change due to advances in 

technology and increasing awareness of the importance of comprehensive health in educational environments. A 

look at the latest in this field shows many different ways, each tailored to measure and meet different student 

health needs. Health orientation of the new techniques is punctuated by a reality of life. The old modes of doing 

things, such as human health checks and effect specialists to mediate for us, are obsolete. Instead, most of these 

sophisticated monitors provide not only up-to-the-minute snapshots of health, but also tailored advice as to how to 

improve one's health status or specific read-outs on ways it can be done automatically [13]–[15]. 

So far, a trend I have noticed in the field of school health monitoring is the use of wireless sensor networks for 

collecting health-related data and transmitting it from one place to another. These networks consist of sensors that 

are distributed over wide areas. They work together to monitor the physical conditions in an area, to track 

relationships between physiological parameters, to observe behavioral trends as they form, and they also probe 

environmental factors like air temperature and humidity changes. These sensors are small and lightweight, so, they 

are easy to combine with wearable devices that measure exertion and biological factors. They are also ideal for 

smartphones recording physiological data and the acoustic environment, and environmental monitoring systems 

such as systems monitoring air temperature and humidity for tracking conditions in- and outdoors as well as 

within your average classroom [16]–[18]. 

In terms of healthcare monitoring systems designed for student populations, Privacy and security are important 

factors. Mental Plus monitoring data from student populations is that the nature analyzed by ML algorithms. 

Networks offers some novel data extraction techniques Classification, Clustering and regression. It is possible to 

generate individualized recommendations and insights for each student's specific needs, preferences, and 

conditions by these techniques. Systems for monitoring student health with respect to the overall security and 

efficiency characteristics are of utmost importance. The sheer volume of confidential healthcare data from WSNs 

requires that confidentiality, integrity and availability be preserved both in order to make sure patients' privacy is 

maintained and to adhere to the relevant regulatory requirements. There is a need for rigorous encryption, 

authentication, and access control to protect against unauthorized entry into--or loss of--personal health 

information. 

In resource-strapped healthcare monitoring systems, the most important issue is efficiency as people do all in their 

power to use resources optimally, reduce latency as far as possible and enhance scalability to the max. Integrating 

WSNs seamlessly with the existing IT infrastructure, being interoperable with other medical systems, and 

functioning on a wide variety of devices and platforms are important prerequisites for the widespread adoption and 

effectiveness of monitoring solutions. Efficiently processing and analyzing health data using machine learning 

algorithms means also carefully weighting and thinking about the trade-offs between computational resources, 

algorithmic complexities and model training and deployment workflows [19]–[20]. 

Despite these problems and challenges, recent advances in technology and interdisciplinary collaboration have 

opened up exciting new frontiers in student health monitoring. With the careful melding of mesh networks and 

new learning, with cybersecurity to watch your stuff-a home that you can control off shopping carts and vending 

machines is becoming possible. All of the preventive, predictive models for personalized health deserve not just 

attention due to higher levels of veridicality but technological standard set by reality as well. Researchers and 

practitioners are urged to innovate solutions for improving young students' health and academic success in their 

everyday work [21]–[22]. In this area further exploration and research could also add to our understanding of 

student health, and to continue to refine the applications of these technologies that enable more effective support-

intervention mechanisms within educational settings. 

II. METHODOLOGY 

The methodology section describes the design, development, and testing of a wireless sensor network (WSN) 
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based monitoring system to support student physical and mental well-being. That kind of methodology is made up 

of many constituent parts which include the building of the monitoring system, the choice and fusion of sensors, 

making use of machine learning algorithms to analyze health data, and security measures and protocols. 

Figure 1 reflects the design of the monitoring system. First, a comprehensive assessment is made of the project 

requirements. Main body from page 7 text. The health parameters to be monitored are identified, to include, but 

not limited: pulse rate, sleep patterns, physical activity and stress indicators. Based on the requirements identified, 

sensors are singled out for integration into the monitoring system. The selection of sensors is based on identifying 

the most accurate and reliable gates. Moreover, the sensors are chosen based on the target population and the use 

case(s) intended for the monitoring system. 

In employing these approaches to their users also need a careful selection and integration of sensors as these 

keenly affect the data's quantity and type. Wearable devices, environmental sensors, mobile applications that 

capture physiological, environmental, and behavioral data etc.--can all be considered sensors. Integration work 

includes ensuring that sensors, data acquisition modules, and central monitoring platforms communicate smoothly 

and are interoperable. 

The vast quantities of data collected by the surveillance system have to be scrutinized using artificial intelligence 

technologies. They are designed to spot patterns and anomalies in hunks of labeled data. They can also predict 

states of student health and dramatize changes in it. Common paradigms in machine learning for health data 

analysis are supervised learning, unsupervised learning, and deep learning. The choice of algorithms depends on 

the physiologic indices under surveillance and the degree of accuracy and interpretability desired. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 1. Proposed Approach 

Health data is sensitive, so security is very important. Security measures and protocols are built into every part of 

the surveillance system to protect the privacy, accuracy, and availability of data of such a sensitive nature. These 

include: encryption mechanisms protect data from being intercepted while it travels over wireless networks from 

place to place; systems that require a user or device's identity to be proved before they can gain access to sensitive 

information; and access control mechanisms which allow only those authorized users access to health data 

protected.  

This method allows researchers to test and verify the performance, reliability, and scalability of the monitoring 

system in a systematic and step-by-step manner. There are two kinds of experiments which are simulated and real-

world. Simulated tests of sensor accuracy Evaluations of the effectiveness of machine learning algorithms 

followed by tests of the resilience of common security flaws against the security mechanisms' resistance to. In the 

end, the process of seeking user and stakeholder feedback is a way of making sure that the system can improve 

and that it also satisfies its most important groups of people. 
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Summing up, the methodology encompasses a coordinated and multidisciplinary method of designing and 

assembling a WSN-structured monitoring system for the physical and mental health of students. The system 

should carefully consider designing to the monitoring system, likely select sensors with characteristics and 

functions appropriate to the situation, and then integrate them into the system. The research team has developed 

machine learning algorithms to make sense of the data from these sensors; by doing so, they can automatically 

detect when a student has been engaging in harmful health-related behaviors and give the teacher a warning. At 

the same time, it is just as important to devise strong security machines for guarding the information registered by 

the students, authors. If we hope researchers and educators would efficiently define and foster a total solution for 

the welfare and academic merits of students, in this way they can get around the problem. 

III. SYSTEM ARCHITECTURE AND IMPLEMENTATION 

The monitor system architecture is proposed to monitor the physical and mental health of students, designed for 

robustness, scalability and efficiency, as shown in Figure 2. The three major core components of this are: sensor 

networks; data processing and analysis modules; and user interface system. 

 

Figure. 2. Architecture 

As depicted in Table 1, the sensor network is a distributed array of sensors deployed throughout the environment. 

The wearable devices, environmental sensors, and mobile applications are an example of this. They gather 

information on numerous health parameters like heart rate, sleeping habits, physical activity levels, and the 

environment for example. Wirelessly, the data is sent to a Centralized Data Processing and Data Analysis Module 

After it is transmitted. 

Table 1. Components Specification 

Component Hardware Specifications Software Specifications 

Wearable Devices - Lightweight and comfortable design - Firmware for data collection and 

transmission 
 

- Biometric sensors (e.g., heart rate, skin 

temperature) 

- Sensor data processing algorithms 
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- Accelerometer and gyroscope for activity 

tracking 

- Communication protocols (e.g., 

Bluetooth Low Energy) 

Environmental 

Sensors 

- Temperature, humidity, and air quality 

sensors 

- Data fusion algorithms 

 
- Light and noise sensors - Integration with central data 

processing module 

Mobile 

Applications 

- Compatible with iOS and Android 

platforms 

- User interface for data visualization 

and interaction 
 

- GPS and geolocation capabilities - Integration with sensor data 

transmission modules 
 

- Integration with smartphone sensors 

(e.g., accelerometer, GPS) 

- Backend services for data storage and 

synchronization 

Data Processing 

Unit 

- Microcontroller or single-board 

computer (e.g., Raspberry Pi) 

- Data preprocessing algorithms (e.g., 

noise reduction, filtering) 

 
- Sufficient processing power and memory 

for real-time data analysis 

- Machine learning libraries (e.g., 

TensorFlow, Scikit-learn) 

 
- Wireless communication module (e.g., 

Wi-Fi, Zigbee) 

- Interface for model deployment and 

inference 

Central Server - High-performance server or cloud 

infrastructure 

- Database management system (e.g., 

MySQL, MongoDB) 

 
- Scalable storage capacity - Web server for hosting user interface 

and API endpoints 

 
- Redundant power supply and network 

connectivity 

- Security measures (e.g., encryption, 

access control) 

The data processing module features a sophisticated data flow and processing pipeline that is designed to handle 

the incoming sensor data streams. The pipeline stages of data are preprocessing, feature extraction, machine 

learning model inference, and result visualization. Preprocessing techniques like noise reduction, signal filtering, 

and feature normalization take on this burden so that the input data you provide will be of good quality and 

generally conform to reasonable expectations. 

In order to keep an eye on students' physical and mental health, the use of wireless sensor networks in 

combination with machine learning techniques shows some potential. It breaks this large amount of data into two 

different categories and hence is fairly competent at forecasting health from sensor measurements. Thus, the 

system estimates the probability of the one we use now to predict the degree of students' well-being in a way that 

is also understandable. On the other hand, GMM, as a probability model, fits multi-parameter distributions. With 
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this principle of application, it might be employed to group students' within-subject health trends, and an anomaly 

represents a completely different trend that represents unhappiness. With the help of tools like binary logistic 

regression and GMM, researchers can use the sensor data they collect to draw some valuable implications about 

the informations. Providing a variety of personal interventions or resources and tools in support of students' 

healthiness and sense of fulfillment is of great significance. 

To be compatible with monitoring system details hardware and software implementation into the monitoring 

system are carefully designed and so must be right, so high reliability. Hardware includes sensor nodes, 

microcontrollers, communication modules which all combine to form processing units. Software consists of 

firmware, drivers, middleware as well as application software. Emphasis is on resource economization, power 

conservation, and information flow are all taking into account reduced to a minimum for real-time monitoring and 

analysis support. 

Developing the means to collect and transmit data effectively on wireless networks involves the design and 

implementation of protocols and algorithms. Strategies such as packet aggregation, error correction and network 

optimization have been used to limit packet loss, latency, and power consumption. Techniques such as data 

encryption and authentication are used to protect patient privacy and the security of sensitive health data during 

transmission. 

The incorporation of machine learning algorithms into the surveillance system lies in porting trained models to the 

terminal, and developing an interface for model inference and visualisation of results. Depending on hardware and 

software constraints, very different strategies can be taken, including on-device inference, edge computing, and 

cloud-based processing. Model outputs are evaluated and compared mainly at different operating conditions to 

ensure real-world reliability. 

Security testing as well as implementation are indispensable parts of the development life cycle, that which focus 

figured out and reduced the vulnerabilities and threat to the bottom line. The security measures include encrypting 

in flight data at rest and finger-tip authentication, control policies for access to users and machines, and intrusion 

detection mechanisms. Strict testing procedures, including penetration tests, vulnerability scans, and security 

audits, are carried out to authenticate the capacity of security measures and make statutory regulations conform. 

IV. RESULT AND DISCUSSION 

A monitoring system for student physical and mental health has been evaluated. Judging from their logistic 

regression and Gaussian mixture models (GMM) this system over 10 experiment trails delivers metrics of 

performance and marks for system safety. 

 

Figure 3. Performance metrics – Logistic regression 
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From the Figure 3, In terms of performance, accuracy, precision, recall, and F1 score comprise the main criteria by 

which to rate the models' ability to predict student health outcomes from sensor data. In the 10 experiment trials, 

the logistic regression shows stable performance: accuracy ranges between 85.4% and 88.7%. Accuracy depicts 

how accurate the model's prediction is in sum. Precision-Eludes is of all positive predictions the percentage that 

are true positives, ranging from 87.2% to 90.5% which shows that there is some reliability in the model's ability to 

identify positive cases correctly. Recall, or the proportion of actual positive instances that match predictions made 

among all cases foreseen, ranges from 83.9% to 87.8%. This shows the model's capability to capture all positive 

cases. F1-Score, however, measured between precision and recall, keeps to a range of 85.6% up to 89.0%, which 

gives an impartial judgment on the model: neither too loose in its reckoning nor too tight. 

However from the Figure 4, GMM had slightly worse performance than logistic regression. During the ten 

experiments, accuracy ranged from 81.5 percent to 84.8 percent. Precision ranged from 83.2 percent to 86.4 

percent, recall ranged from 79.8 percent to 83.1 percent, and the F1 score ranged from 81.4% to 84.7%. Yet GMM 

exhibits slightly lower levels of accuracy, precision, recall, and F1 scores when compared with logistic regression, 

all still retaining good results overall. String a System security assessment means evaluating the performance of a 

monitoring system by gauging intrusion detection and how well it stops false alarms generated, so that sensitive 

health data is kept secret and unimpaired. 

 

Figure. 4. Performance metrics – GMM 

From the Figure 5, when evaluating the security of logistic regression systems, discovered intrusions ranged from 

10 to 14 during the ten trials. However, there were between 1 and 3 false alarms--which still fell within reasonable 

bounds. Perhaps a better measure is accuracy: 85.1% to 88.7%. Low false alarm rates and reasonable accuracy in 

detecting break-ins are the two main aspects of alarm management. Overall, logistic regression does a good job of 

detecting most intrusions, with fairly low false alarm rates and plenty of accurate ones. 

 

Figure. 5. System security – Logistic regression 
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Equally from the Figure 6, GMM proves itself quite effective at system security assessment, with a range of 8 to 

12 intrusions detected and 1 to 3 false alarms over the 10 trials. Intrusion detection accuracy hovers between 

89.6% and 92.9%, indicating the system's capability to identify potential security threats. GMM has an almost 

exact number of intrusions detected and false alarms though there are minor variations. Always, the GMM 

achieves high accuracy in intrusion detection—another point for reliability as far as ensuring system security is 

concerned, or at least it should. 

 

Figure. 6. System security – GMM 

The results of performance evaluation metrics and system security assessment provide insights into the 

effectiveness and robustness of the monitoring system for student physical and mental health. Logistic regression 

demonstrates consistent performance across various metrics, with relatively high accuracy, precision, recall, and 

F1 score. Furthermore, logistic regression maintains a reasonable system security assessment, with fair accuracy in 

intrusion detection and keeping false alarms low. 

Conversely, although Gaussian mixture models (GMM) have scored fairly well in performance evaluation metrics 

for system security assessment, they have often scored only a bit lower in accuracy, precision, recall and F1 score 

compared to logistic regression. Nonetheless, GMM performs pretty well in picking out illicit or intrusive 

behavior and making the system safe with regularly high accuracy in intrusion detection. 

On the whole, the findings confirm the need to properly pick machine learning algorithms suitable for health data 

analysis and system security evaluation. Logistic regression has shown that with a reliable performance and 

interpretability are available. Besides, Gaussian mixture models (GMM) can handle varieties of complex data 

distributions. By combining them in depth, researchers and the public can establish a kind of complete system that 

effectively nurtures the wellness and academic success of students, while storing and handling sensitive health 

data in a manner that is both secure and private. 

V. CONCLUSION 

In conclusion, the research proposed two designs that aimed to keep track of student’s physical and mental health 

utilizing wireless sensor networks and machine learning methods. Evaluations were carried out and it was 

determined that logistic regression outperforms GMM in terms of accuracy, precision, recall and F1 score based 

on the results for both network lifetime and imputation approaches. More specifically, logistic regression achieved 

an average accuracy of 87.1% across 10 trials on network lifetime, whereas GMM achieved an average accuracy 

of 83.8%. Also, logistic regression proved slightly better in terms of identifying system security with an average 

accuracy of 86.6%, where also GMM was nearly undiscerning with an average accuracy of 91.9%. The 

importance of choosing ML algorithms with objectives and requirements for student health monitoring systems in 

mind is resounded by these findings. More work is needed to refine and improve monitoring systems so that they 

can improve student well-being and academic success with more accuracy. 
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