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Abstract: - To address the dynamic cooperative multi-robot sequential decision problem, we propose a multi-robot source navigation
method based on coordination graph Monte Carlo tree search. The Monte Carlo tree search online planning is designed with the
algorithm system's structure in mind. We combine the upper confidence bound strategy with the coordination graph, which
represents multi-robot cooperative communication, and solve the coordination graph using the max-sum algorithm to select joint
actions. This paper proposes a time series prediction model for optimizing multi-robot movement trends using historical data, which
is then used to solve the exploration and exploitation problem in Monte Carlo tree search. The experimental analysis and comparison
show that our proposed method outperforms the comparison algorithms in terms of source search steps, task execution time, and
source search success rate, as well as robustness and efficiency for multi-robot source search.
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L. INTRODUCTION

Multi-robot systems have advanced significantly in theory and practice as a result of modern industrial
technology advancements, which encourage research into various types of robotic systems. For instance, Quan
Yuan et al. proposed a Cooperative Game-based Motion Planning (CGP) method for multi-mobile robot path
planning [1]. Belkacem Kada et al. proposed a continuous Distributed Consensus Control (DCC) scheme without
control flutter [2], which solves the formation control problem of non-complete wheeled mobile robots by
providing high tracking accuracy and smooth dynamic control inputs to agents. Zhang Jia et al. from Beijing
University of Technology proposed an improved contract net auction algorithm [3] for designing and
implementing a distributed multi-intelligent body detection task assignment and multi-robot system simulation
platform. A multi-robot system is more than simply a collection of robots. In terms of overall system
functionality, it is not as simple as scaling up individual robot functions. When compared to single robots, multi-
robot systems are more functional, have greater redundancy, work more efficiently, and are more cost-effective
[4-6].

With the rapid advancement of artificial intelligence, robots' intelligent characteristics are becoming more
visible in the application of multi-robot fields. Robots have been used for source navigation in a variety of fields,
including safety rescue, the petroleum industry, and underwater surveys [7, 8]. Source navigation refers to a
group of searchers who follow a specific search plan to find and track down a target source of interest.
Researchers are currently focusing more on multi-robot source navigation research, which has emerged as a
dynamic research direction with promising applications in the field of robotics. However, in navigation
operations, the movement of the target source and the search robot is often uncertain. Creating an efficient, stable,
and low-cost multi-robot collaborative source search is critical, but it can be difficult.

The first and most important issue to address when transitioning from a single-robot to a multi-robot system
is how to deal with the size of the joint action space. In a multi-robot system, each robot will have its own set of
possible actions and observations, and the robots' relationships must be coordinated to achieve the common goal
effectively. Most methods fail because the multi-robot problem has a large state and action space and requires a
significant amount of training data to converge [9-14]. Traditional multi-robot path planning methods are both
centralized and decentralized. Many recent studies [12, 13] have centered on decentralized policy learning, in
which each robot develops its own strategy. Consider the possibility of multiple robots collaborating.
Furthermore, there are methods for teaching robots to predict the behavior of other robots [9, 14], but this method
is often difficult to scale as the team size increases.
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The majority of cases involve some form of centralized learning, in which the sum of all robots' experiences
is used for a common aspect of the training problem [15, 16], such as network output, value advantage
calculation, and so on. Parameter sharing has been used to achieve faster and more stable training by sharing the
weights of specific layers of a neural network when learning network outputs are centralised. For example, in the
actor-critic approach [14], the network's critic output is typically trained centrally using parameter sharing
because it applies to all robots in the system and has previously been used to train robot cooperation. When
dealing with partially observable environments, centralized learning can be useful because it combines all robot
observations into a single learning process [17-19]. As can be seen, having a source navigation method to
coordinate robot actions in order to maximize the joint utility of multi-robot systems will be extremely beneficial.

In this study, we develop a coordination graph Monte Carlo tree search (CG-MCTS) algorithm, a multi-robot
source navigation approach for dynamic collaboration, to address the issues mentioned above. The components
of a multi-robot source navigation system combined with Monte Carlo tree search (MCTS) are examined first.
Following that, an online MCTS planning approach using a coordination graph is proposed. Furthermore, the
joint action selection is handled by a max-sum algorithm that combines an upper confidence bound strategy and a
coordination network. Finally, a time-series prediction model that optimizes several robots' motion trends is
developed to promote collaborative sourcing across multiple robots by incorporating historical data.

II.  SYSTEM OVERVIEW

A. Monte Carlo Tree Search

The MCTS algorithm is a decision-making method that requires understanding the problem and learning how
to solve it. It will predict the best possible outcome and provide a solution. To determine the computer's strategy,
hundreds of thousands of neurons are linked in layers. To find near-optimal solutions, MCTS does not require the
use of domain-specific knowledge-derived heuristics and is very effective in searching large search spaces [20],
making it ideal for multi-robot systems.

To determine the best move from a set of moves, MCTS selects, expands, simulates, and updates nodes in the
tree to arrive at the final solution. The MCTS starts with the root node and includes the following information:
{I(n), s(n), a(n), p(n), R(n), N(n)}. Among them, I(n) represents the signal value of node n's position s(n), a(n)
represents the action direction from node n's parent node to node n, p(n) represents node n's prior action selection
probability, R(n) represents node n's cumulative reward, and N(n) represents node n's visit count.

Selection »  Expansion »| Simulation

Ay oty

Figure 1: Block diagram of MCTS

Backpropagation

\ 4

Figure 1 shows a schematic diagram of MCTS, with the steps performed in each iteration being selection,
expansion, simulation, and backpropagation. Repeat the preceding four steps until the maximum number of
iterations is reached, then select the most confident node under the root node using the Upper Confidence Bound
Apply to Trees (UCT) formula [21, 22], as shown in (1). This time step's output strategy is the good child node
and its corresponding action a.
=5
N(p) represents the number of times the parent node of node n has been traversed.
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B.  System Framework

It remains difficult to develop a solution for multi-robot source navigation that strikes a balance between
optimality and practical efficiency. The multi-robot path planning problem can be thought of as a sequential
decision problem that each robot must solve at time t in order to reach its destination [23]. Figure 2 depicts the
source navigation algorithm based on CG-MCTS. The algorithm is broken down into three sections: online
planning with MCTS, joint action selection with an iterative maximum sum algorithm, and a temporal prediction
model for optimizing multi-robot motion trends.

Selection > Expansion Simulation Backpropagation

Y
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Figure 2. Structure of the source navigation algorithm

The system structure specifies what information must be shared between robots so that each robot can make
decisions based on it. Furthermore, the robot only needs locally relevant information about its location and goals;
it does not require global reference information. Multi-robot joint action selection can be optimized by iteratively
sampling the action space at random, constructing a search tree based on the sampling results, solving the
coordination graph with the maximum sum algorithm, and then learning the motion trends of multi-robots at
historical moments.

In contrast to a single-robot system, a multi-robot system makes decisions for more than one robot. Although
each robot will have its own set of possible actions and observations, this does not make full use of the valuable
information obtained from other robots. As a result, in order to successfully complete the information source
navigation goal, the robots' relationships must be coordinated. The system can determine which information is
relevant to the entire multi-robot system, share that information, and finally facilitate efficient path planning for
robots via joint training of the algorithm's three components.

III. COORDINATION GRAPH MONTE CARLO TREE SEARCH METHOD

A. Coordination Graph online planning

The coordination graph algorithm has made significant research advances in the fields of constraint
satisfaction, probabilistic reasoning, and relational databases, including connection queries applied to
computational relational data centers [24] and dynamic programming in robotics [25, 26]. The first consideration
in multi-robot systems is to choose globally optimal joint actions that maximize the group's immediate value.
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Assume a group of robots. Each robot j selects an action , denoted by U as { - } Each robot j has a
local function, , which represents its contribution to the overall benefit function. Robots collaborate to
maximize:

= 2)

and each robot's  can be influenced by its own and other robots' behavior. Define U Scope [ ] as the
multi-robot collection whose behavior affects . Each can be decomposed into a linear combination of
functions that require fewer robots, further reducing the algorithm's complexity.

The system aims to choose a joint action that maximizes ( ). Indeed, because  relies on the actions of

multiple robots, the robots must coordinate their actions. A coordination graph can be used to represent the
system's coordination requirements, with each node representing a robot and an edge connecting two robots if
they must coordinate their actions to optimize . Figure 3A depicts a coordination graph, as:
Q= 1(1 2+ 202 D+ 3(1 )+ 4(3 4) 3)
The key idea is to maximize one variable at a time rather than combining all functions and then maximizing.
When maximizing , only those involved do so. For example, to optimize 4, first optimize robot 4. The
functions , and 3 are irrelevant, so we get:
= max 1C 1 2+ 3( 3)+mi1x[ 2020 A+ 4( 3 4] “)

It is clear that in order to select the best 4, the robot must understand the values of , and 3. In fact, it is
calculating the conditional policy of robots 2 and 3's possible actions. Robot 4 can use a new function 4( ,, 3)
to generalize the value it provides to the system in various situations. 4 represents the addition of a new
communication dependency between 5 and 3, denoted by the dotted line in Figure 3A.

(A) (B)

Figure 3. Diagram of coordination graph: (A) Schematic diagram of coordination graph; (B) Schematic
diagram of coordination graph messaging.
When the problem is reduced to calculating:

= Tgl?(s 101 2+ 301 )+ 4(2 3) (5)

it is clear that robot 4 has been eliminated.
The following step is to select robot 3, there is:

= rqa;( 10 2+ 3C 1 2) (6)

where 5( 1, 2) =max[ (1, )+ 4( 2 3]
Next, choose robot 2, have ,( 1) = mgx[ 12 1, 1)+ 3( 1, 2)]. Finally, robot 1 can choose ; as the
action that maximizes ;= m?x 2( 1) . As a result, reversing the process yields the optimal action set.

Increasing selection 4 selects action ;1 for robot 1. To satisfy robot 1's selection, robot 2 must choose action
> to maximize ,( ; ), forcing robots 3 and 4 to choose their own actions.
The coordination graph online planning algorithm will track a set of functions F, starting with { 1o oo }
The algorithm then goes through the following steps: (1) Select a non-climinated robot . (2) Take all ranges of
F, including 4,.., of .(3)Define a new function = max and incorporate it into F. Finally, by sending

messages backwards, the optimal action selection is achieved.
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B.  Max-plus Algorithm

Following multi-robot online planning with the coordination graph, an MCTS was carried out using the Max-
plus algorithm. In graphical models, the Max-plus algorithm is equivalent to belief propagation, and its time
complexity varies linearly with the size of the coordination graph. It is better suited to real-time systems than
variable elimination and can deal with multi-robot systems more effectively.

To begin, each node is defined to keep decomposition statistics. Given a potential state-related undirected
coordination graph = ( , ), the current global benefit of the coordination graph is decomposed as follows:

O= O+ () )
is the local profit function of robots i and j linked by edge (i, j), while is the individual profit function
of robot i.

In probabilistic graphical models, a Max-plus algorithm for computing joint actions via message passing
exploits the duality of computing maximal, posterior, and optimal joint actions in coordination graphs [27]. Each
robot node in the coordination graph sends messages to its neighbor (). Messages from robot i are scalar-
valued functions that accept robot j's action space, for example:

()= { O+ () oy O ®)

wherel™ () denotes the set of robot i's neighbors, and the robots exchange information until convergence or the
maximum number of rounds is reached. Finally, each robot calculates its own best move, which is:

= O+ ) ©

C. Upper Confidence Bound Strategy Exploration

The Upper Confidence Bound (UCB) algorithm overcomes all of the limitations of exploration and
exploitation-based strategies, including the requirement to understand breadth and suboptimality gaps [28]. This
algorithm can take a variety of forms depending on the distributional assumptions made about the noise. The
UCB algorithm operates on the principle of selective action in the face of uncertainty. Two things happen when
you act optimistically. Regardless, optimism is justified, and the robot's behavior is optimal. Either the optimism
is misplaced, and the bots take an action that they believe will result in a large payoff but does not. If this occurs
frequently enough, the bot will determine the true payoff of the action and avoid it in the future.

The UCB method will be used to deduce and calculate all actions after a set number of cycles. However, with
continuous iterations, the likelihood of being selected again in subsequent iterations decreases for actions with
low estimated values and action nodes that have been chosen multiple times. The main issue in extending MCTS
to coordination graphs is upper confidence bound strategy exploration. It consists of two distinct computation
phases: message passing for each edge (8) and action selection for each node (9).

Figure 3B depicts a schematic diagram of message passing in the coordination graph, with edge and node
exploration. When investigating similar income statistics  , record the corresponding paired action statistics

.. The exploration strategy is to add rewards to (8), as shown below:

()= { (H)+ (. )+ g C)F /ﬂ} (10)

To add node exploration rewards during action selection, keep individual action frequencies constant and

modify (9) as follows:
= O+ O+ (11)

In formula (7), the joint action payoff ( ) can be factored on coordination graph nodes and edges, but there

. I 1 . . . L .
is no reward /M. As a result, the node and edge exploration strategy described here is a heuristic alternative

to the previous component-based exploration using variable elimination, which only considers nodes and edges
in the coordination graph.

D. Time Series Prediction Model

Finding path planning and coordination solutions during the process of locating signal sources is critical to
improving system performance in a multi-robot system. Current methods can be classified as either centralized or
decentralized. The centralized approach requires the use of a central unit to collect information from all robots
and organize the best path for each robot, which takes up a significant amount of computing resources.
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Decentralized approaches, in which each robot estimates or communicates the future trajectories of other robots
via broadcast or distance-based communication, are gaining popularity as systems scale [13]. When many
adjacent robots communicate simultaneously and equally, it can lead to redundant communication, which
consumes computing power and has a negative impact on the team's overall performance. Furthermore, due to
limited bandwidth, large data volumes, and environmental interference, reliable and continuous communication
is not guaranteed. It is difficult to ensure training process convergence in a fully decentralized framework without
a priority plan, so a temporal prediction model is needed to actively measure the motion trends of multiple robots
during the sourcing process.

Time series data are used in a variety of research areas. There are numerous techniques for developing
predictive models, which can be broadly divided into two categories: traditional statistical techniques and
machine learning techniques [29-31]. Using appropriate techniques and time series characteristics, an accurate
predictive model will be obtained. Time series forecasting accuracy has recently been improved using deep
neural networks, such as Long Short-Term Memory neural networks (LSTM) [32, 33].. Because the dynamic
behavior of various complex systems can be described by temporal patterns of interactions between system
components, the problem of predicting the movement trend of multi-robots must be addressed. This paper
investigates both the robot's external factors and its own state changes, and then incorporates this historical data
into the time series prediction model to obtain the best action decision.

g— e N\

...... Encoder || LSTM LSTM | | Decoder srsass

x LPu 4 j k Time series prediction neural network _j \

Figure 4. Structural diagram of time series prediction model

Figure 4 depicts the time series prediction model structure diagram, which consists of an encoder, a time
series prediction neural network, and a decoder. The encoder's primary function is to encode each robot's state
information over time. The state information includes the robot's position  at the time, the action selection
the signal strength  of the current position, the angle information  from the target position, and the state at
time t. The symbols for information are { , , , }. The sequential neural network consists of two layers of
LSTMs and three layers of fully connected networks. The decoder essentially solves the sequential neural
network output to determine the multi-robot system's optimal joint action selection at the current time. The time
series prediction model's optimization goal is to identify a set of optimal solutions that allow multi-robot actions
to move as close to the target direction as possible. The loss function used during training is as follows:

= 1 o1 % (12)
0 (., )= 0O
=15 (. )= 0O (13)
-20 (, )< O
Where is the probability that robot i will choose action j, d(s) is the distance from the current state to the
target, and ( , ) is the distance after taking action  in the current state.

IV. EXPERIMENT AND ANALYSIS

A. Experiment Settings

In the experimental scenario presented in this paper, multiple robots work together to locate the target signal
source. The signal field is contained within a discrete grid composed of multiple robots and a signal source[34].
Robots perform actions in the environment while also collecting data on its state. During the source-finding
process, robots communicate with one another in order to exchange useful information about the location of the
target signal source. During the source-seeking task, rewards will be given based on the robot's proximity to the
signal source, while penalties will be applied for collisions.
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Each robot starts in a randomly selected unique cell in the grid world and performs discrete actions like
moving a cell or remaining stationary. Certain actions, such as moving toward a wall or another robot, may be
invalid at each time step. Experiments show that this approach produces more stable training than providing
negative rewards to a robot that chooses invalid actions. Furthermore, the reward function follows the reward
rules established in the majority of such experiments, in which the robot is penalized or rewarded at each time
step, resulting in a policy of completing the task as quickly as possible. The reward for the robot is slightly higher
than the punishment, and the corresponding reward is obtained when the robot is closer to the target position
(experimental setting 1000), whereas the penalty is given when the robot is further away from the target position
or the two robots are too close (experimental setting 100), which is required to encourage exploration.

Table 1. Network structure of the time series prediction model

Number of Network Layers Number of Neurons Activation Function
LSTM 512 -
LSTM 1024 -
Full connected 512 ReLU
Full connected 128 ReLU
Full connected 72 SoftMax

Table 1 shows the network structure of the time series prediction model. Following the superimposition of
two layers of LSTM, a three-layer fully connected network is used to predict joint action probability. The
repetition rate of information data is excessive due to the simultaneous sampling of adjacent time steps. To avoid
this, the sampling interval is configured to sample historical data every six time steps. The Adam optimizer trains
in 500 epochs with a batch size of 128. The encoder encodes each robot's position, action, signal strength, and
angle information in the first 16 time steps at the current moment, which is then fed into the model; the decoder
outputs the probability of each robot in each action direction. The robot is currently selecting a joint action.

B.  Result Analysis

20.0
17.5
-5
15.0 -
12.5 - -10
£ 10.0 1
=
| L —15
7.5 4 oy
N
N
5.0 - L 20
2.5 1
0.0 ! , J : . : : L =25
00 25 50 75 100 125 150 17.5 20.0

X(m)

Figure 5. Diagram of multi-robot source navigation scenario

Figure 5 depicts a navigation path diagram from a multi-robot signal source navigation experiment. The eight
robots' initial positions are randomly distributed around the signal source. The figure depicts how, by
communicating and cooperating, each robot can move in the direction of the signal source and reach the desired
signal source. It demonstrates that the multi-robot system can accurately exchange information obtained during
the sourcing process via communication, as well as that the time series prediction model can capture historical
data to improve the accuracy of end-to-end joint action prediction. As a result, the CG-MCTS source navigation
method has increased stability and action selection precision.
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Figure 6. Test data graph of different numbers of robots

Figure 6 depicts a test data diagram of the number of source navigation steps (NSNS), execution time (ET),
success rate of source navigation (SRSN), and collision times (CT) for various numbers of robots in a 20*20
environment. The graph shows that as the number of robots increases, the system's execution time grows
exponentially, the number of collisions grows slowly, the number of source navigation steps decreases slowly,
and the success rate of source navigation is 100%. The execution time increases exponentially due to the fixed
size of the environment, the increased number of robots, and the time required for robot communication and
actions. The number of collisions gradually increases, indicating that the number of robots has little effect on
collisions and that the path planning algorithm proposed in this paper is effective. When faced with dynamic
obstacles, the robots cooperate and have some obstacle-avoidance capabilities. The number of source navigation
steps gradually decreases, indicating that as the number of robots increases, so does the amount of environmental
information shared between robots, encouraging the robot to complete the source-finding task over a shorter
distance to some extent. The success rate of source navigation is 100%, indicating that the algorithm is effective
in multi-robot collaborative sourcing.
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Figure 7. Test data graph of different environment sizes

Figure 7 depicts test data graphs of NSNS, ET, SRSN, and CT for various environment sizes when there are
eight robots. The figure depicts how, as the environment grows larger, the distance for the robot to complete the
source-finding task naturally increases, as does the number of steps and execution time of the source navigation,
but the CT decreases and the SRSN increases. The CG-MCTS signal can be observed. The source navigation
method, which is robust and reliable, can fully utilize the robot's historical motion information to promote multi-
robot collaborative navigation and efficient decision-making. Furthermore, the figure demonstrates that the
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SRSN is only 99% in a 100*100 grid environment. Because of the large size of the signal field and the small
change in signal strength far from the signal source, the robot source search is required. It is simple to fall into a
local optimal cycle, resulting in source seeking failure.

We compare the proposed CG-MCTS method with the Multi-Agent Monte Carlo Tree Search (MA-MCTS)
method [35], the Safe Interval Path Planning (SIPP) method [36], and the Conflict-Based Search (CBS) method
[37]. The number of robots in the same source environment is limited to eight, and 100 multi-robot source
navigation simulation experiments are carried out at random using four methods. In each experiment, the robot's
initial position is chosen at random, and the maximum number of iteration steps in a single experiment is 200.
Each method's hyperparameters are the best values discovered through repeated experiments. Table 2 shows the
results of the source-finding test. All four methods have source-finding success rates of more than 90%. In the
experiment, the CG-MCTS proposed in this paper was able to locate the target signal source 100% of the time. It
is more effective than the other three strategies.

Table 2. Table of sourcing tests for different algorithms

Algorithms SRSN Average NSNS ET
CG-MCTS 100% 8.5 4.3
MA-MCTS 99% 13.0 9.5
SIPP 95% 24.0 5.0
CBS 90% 19.0 6.5

The average number of sourcing steps is calculated by taking the average NSNS in a given number of
experiments. Table 2 shows that the average number of steps for the CG-MCTS algorithm is 8.5 steps, and the
time spent finding the source is 4.3 seconds, the shortest of the four algorithms, indicating that the algorithm can
efficiently complete the multi-robot search task. The MA-MCTS method allows the robot to efficiently search the
available strategy space while focusing on strategies that benefit the entire system. The experimental result shows
a relatively low number of source-seeking steps, with 13 steps. However, the MA-MCTS method is time-
consuming because it executes the operations stored in the strategy, affecting system execution time. The SIPP
and CBS methods have fairly stringent collision conflict requirements. When two or more robots attempt to enter
the same grid at the same time, they will pause and wait for re-planning at the next opportunity, resulting in a
relatively large number of steps. However, due to the low cost of node expansion, the two algorithms will have a
short running time. In conclusion, the CG-MCTS method proposed in this paper outperforms other comparable
algorithms in terms of sourcing success rate, sourcing step count, and task execution time. As a result, CG-MCTS
is effective in multi-robot sourcing in a point source environment. Robustness and high efficiency are important
characteristics.

V. CONCLUSIONS

To effectively complete the common goal of source navigation, multi-robot systems must coordinate each
robot's relationship and solve the sequential decision-making problem of dynamic collaboration. As a result, we
propose using the coordination graph to represent the system's coordination requirements, solving the
coordination graph with the maximum sum algorithm to determine the robot's joint action selection, and
developing a source navigation method based on the CG-MCTS. The algorithm is broken down into three parts:
online planning with MCTS, an iterative maximum-sum algorithm for selecting joint actions, and a temporal
prediction model for optimizing multi-robot motion trends. Finally, the experimental results show that, when
compared to other multi-robot collaborative algorithms, the MCTS method based on coordination graphs can
fully utilize both the source-seeking process's historical motion information and the signal strength information in
the signal field, significantly improving the multi-robot coordination algorithm. It can improve the success rate of
collaborative sourcing, reduce sourcing costs, and be used in multi-robot navigation.

Our findings suggest the possibility of multi-robot dynamic collaboration in source navigation decision-
making. The primary research direction in the future will be how to improve positioning accuracy while
maintaining source search efficiency, as well as how to conduct hardware experimental tests.
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