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Abstract: - One of the global issues that matters most right now is healthcare. The primary cause of death globally is brain stroke. A 

valuable contribution to medicine is the early prediction and identification of brain stroke events. Numerous factors, including BMI (body 

mass index), age, sex, family history, gender, smoking status, hypertension, and so on, are linked to brain stroke deaths. While forecasting 

heart illness has received a great deal of interest in the medical community, predicting a brain stroke has received less attention. This 

study's primary goal is to evaluate various previously published research publications and select the most effective machine learning 

methods for brain stroke prediction for our next projects. It was shown that mortality rate and functional outcomes are the expected 

outcomes for the majority of the study work done after analyzing the various machine learning techniques used for stroke predictions and 

after accounting for the previously published studies. The techniques that were used most commonly were LR, DTC, RFC, SVM, KNN. 

Keywords: Brain Stroke, LR, RF, DT, SVM, Ischemic and hemorrhagic 

I. INTRODUCTION 

One disorder known as brain stroke is brought on by inadequate blood supply to the brain, which results in the 

death of brain cells [1]. Bleeding is brought on by a limited blood supply to the brain. When a brain stroke is not 

identified and treated early, the patient passes away. Currently, brain stroke diagnosis is made using an MRI and a 

computed tomography (CT) scan. Although brain stroke can be effectively detected by CT and MRI scans, these 

tests are not able to identify strokes that become severe before bleeding begins. An analysis of supervised machine 

learning techniques evaluated the effectiveness of supervised learning in identifying and predicting the risk of 

brain stroke. The random forest and support vector machines are the best supervised learning techniques for brain 

stroke diagnosis, according to an assessment of machine learning techniques for identifying stroke risk. Numerous 

studies examined the efficacy of decision trees, logistic regression, radon forests, and Naïve Bayes in predicting 
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the risk of stroke. Random forest outperforms logistic regression, Naïve Bayes, and decision tree methods in terms 

of accuracy, scoring a higher 98% in the assessment of these approaches for stroke risk prediction. Over the past 

few years, the use of supervised learning techniques in conjunction with predictive analytics has grown in 

importance in clinical decision-making due to the expansion of medical datasets and computational power.  

A supervised learning technique for brain stroke prediction has been developed by researchers using an enormous 

amount of medical datasets, and it shows promise in terms of accuracy and precision. In order to fill the research 

gap, this study will provide an experimental analysis of the state-of-the-art for seven well-known supervised 

machine learning techniques: logistic regression, decision trees, radial basis functions, k-nearest neighbors, radial 

support vector machines, linear support vector machines, and Naive Bayes. This study's contribution is to offer a 

concise overview of the literature about the effectiveness of current predictive models in predicting strokes. There 

are two types of strokes in the brain: hemorrhagic (caused by intracerebral hemorrhage) and ischemic (caused by 

intracerebral artery obstruction). Fig 1 and Fig 2 show types of BS . 

 

Figure.1- Shows Types of Brain Stroke 

 

Figure. 2- Ischemic and hemorrhagic brain stroke. 

1.1 Ischemic Heart Attack 

Ischemic stroke is caused by a decrease in cerebral blood flow (CBF) brought on by blood vessel blockage. Large 

artery blockage can make these strokes deadly, even though ischemia tolerance varies throughout tissue types 

[28]. The damaged tissue starts to lose vital nutrients and oxygen and starts to expel toxins, which build up and 

interfere with normal function. Tissue infarction, or death, is a possible outcome if blood vessel recanalization is 

unsuccessful [28]. 
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Figure 3- Various neuroimaging modalities 

1.2. Hemorrhagic Stroke 

Hemorrhagic stroke is caused by spontaneous blood extravasation from a ruptured artery. The hemoglobin protein 

density (in relation to plasma concentrations) inside the hematoma determines how visible the bleeding appears on 

CT. A linear, quantitative measure of radio density, Hounsfield units are used to express the attenuation of CT in 

the immediate aftermath of a vascular rupture [33]. A'spot sign,' or active bleeding site within the hematoma, can 

be shown by a contrast-enhanced CT angiography (CTA), which can be used to identify patients at high risk of 

hemorrhage enlargement (HE). While cerebral microbleeds that are clinically quiet and previously resolved 

cannot be found on CT, they can be found on MRI. 

II. LITERATURE REVIEW 

A support vector machine's ability to predict strokes was examined in another study [1]. Several kernel functions, 

including linear, radial, quadratic, and polynomial, were used to test the SVM model's performance. As evidenced 

by the findings, the linear kernel outperformed other kernel functions in terms of accuracy. With the SVM model 

and the linear kernel function, a 91% stroke prediction accuracy was attained. The 350 stroke samples used to 

train the model led the researchers to suggest testing the model's performance with a bigger dataset [2][3][1]. [7] 

examined the efficacy of several classifiers for stroke prediction, including LR,DT,RF and KNN. A total of 5,110 

stroke samples with 12 attributes were utilised in the model's testing to initiate the classification model for stroke 

prediction. According to the results, the random forest model has an accuracy score of 96% [9]. Using the 

synthetic minority oversampling (SMOTE) method, the random forest model's performance was evaluated on a 

balanced stroke dataset. Similar to this, a different deep learning-based model for predicting stroke was created in 

[9]. Using MRI scan data, stroke data was used to train the deep learning model. The model might compete with 

human specialists, according to analysis of its deep learning capabilities.[5][4]. The corresponding label indicating 

whether or not a patient is suffering from a stroke is found by analyzing clinical cardiac stroke factors obtained 

from an MRI scan. An evaluation of the deep learning model's performance revealed that it achieves an accuracy 

score of 83.4% on the test data [6][8].An automated model for stroke prediction has been developed using the 

random forest technique [10].Even though the analysis revealed that random forest's performance may be 

enhanced, the outcome shown that random forest performs better when it comes to predicting strokes. On the 

prediction of stroke, the random forest model's accuracy was determined to be 90.4% .A convolution-based deep 

learning technique is developed in [11]to assess whether a patient is experiencing a stroke. A positive result with a 

78% score is obtained with deep learning using the LASSO feature selection strategy when the model is evaluated 

for prediction accuracy [5].The bagging ensemble method is examined for stroke prediction in another study [12]. 

The analysis's conclusion demonstrates that the pruning technique enhances the bagging classifier's capacity to 

anticipate strokes. The bagging approach for stroke prediction has a 96% accuracy rating in its performance 

evaluation. Since a 96% accuracy score is a good result for stroke prediction, the bagging method is therefore 

thought to be helpful for classifying strokes[13].Furthermore, [14] examined the predictive power of different 

supervised learning models for strokes. The supervised models that were assessed were Naive Bayes, KNN, SVM, 
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LR, random forests, and decision trees (NB). When compared to other supervised learning models, the simulation 

result shows that the NB model achieves a superior accuracy score of 82%. The study was conducted using a 

highly unbalanced stroke dataset that is publicly available from the Kaggle data repository[28]. Despite the 

encouraging outcome of their research, they did not utilise preprocessing techniques like resampling. Similarly,  

using the stroke dataset, [15] evaluated various feature extraction techniques which is publically available from 

the Kaggle data repository[28].Similarly, using the stroke dataset, F. Calesella1et al. [16] evaluated various 

feature extraction techniques. As the model is trained for stroke prediction, the study showed that features that are 

employed for pattern matching have a big impact on how well the machine-learning model performs. It has been 

discovered that principal component analysis (PCA) is a useful tool for dimensionality reduction and for 

discovering important features that enhance model performance. In order to identify the most effective technique 

for hemorrhagic stroke identification, Phong et al. tested three different forms of CNN [156]. By calculating the 

mean output for input image rotations, Majumdar et al. trained a CNN with enhanced performance [17]. A 

predictive DL model that can identify ICH was proposed and evaluated by Arbabshirani et al. [18]. An end-to-end 

FCN model network that carries out combined classification and segmentation on CT images was used by Kuo et 

al. to address the difficulty of identifying minute and subtle abnormalities in a large 3D volume with higher 

sensitivity [19]. [31-35] Author work on Brain Tumor detection and classification using various CNN 

architecture. 

Table 1- Summarized Literature Survey from 2018 to 2023 

Reference Stroke 

Type 

Model Used  Accuracy year 

Garg et al. [22] CT (RF, GBM, KNN, XGBOOST, SVM combined data = 

0.57  

2019 

Peixoto et al. [23] CT CT SCM, SVM, MLP 97.1% 2018 

Lin et al. [21] CT DBSCAN, hierarchical DBSCAN 

(HDBSCAN) 

 

DBSCAN (Avg) 

IACC 96.9 

2019 

Pereira et al. [20] MRI RF classifier 0.84 2018 

Wang et al., [27] MRI RF classifier 0.89 2019 

Scrutinio et al.,  MRI RF, ADA-B 089 2020 

Karthik R[24] MRI 

images 

FCN  70% 2019 

Lee BJ[25] MRI 

images 

LR, bagging and 

RF,CNN 

LR on excessive 

data 

AUC = 0.569-0.731 

2020 

Bento M[26] MRI SVM 97.5% 2019 

Kuang et al. [28] CT CNN 85.7% 2021 

Barros et al.[29] MRI CNN  0.63  2020 

Zhiliang Zhang et al. 

[40] 

MRI Masked RNN and ML 99.89 2023 

Table 2 shows lists the inclusion and exclusion criteria. 

Table 2. The exclusion and inclusion criteria. 

Inclusion Exclusion 

 

Studies pertaining to  

1. Research on CT and MRI (including variations) 

2. Heart attacks, both hemorrhagic and ischemic 

3. Determining how severe the damage and infarction 

are 

4. The likelihood of damage and the prognosis for 

Studies pertaining to  

1. Stroke treatment (exclusive) 

2. Treatment approaches that are only statistical and 

biological in nature. 

3.Algorithm development and technical functioning 

4. non-stroke-related lesions 
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strokes 

5. Identifying and dividing lesions into core and 

penumbra areas 

6.Sectioning lesion locations using ML and DL 

approaches 

7. The most recent architectures for feature-specific 

algorithms and factorization methods in deep learning. 

 

III. ROPOSED METHODOLOGY USING MACHINE INTELLIGENCE STROKE DETECTION 

Pre-processing data is required before building a model to remove  noise and outliers from a dataset that could 

lead to the model deviating from its training. This stage addresses every problem preventing the model from 

performing better. Once the relevant dataset has been gathered, data needs to be cleaned and processed in order to 

build models. The dataset consists of twelve attributes, as was previously mentioned. First, the column id is 

disregarded since its presence has no effect on the construction of the model. Subsequently, any null values in the 

dataset are detected and filled in. The null values in the BMI column are filled in this case using the "most 

frequent" value from the data column. As a computer is usually trained on numerical data, it is required to convert 

the strings to integers. Five columns with data of the type string are present in the retrieved dataset: gender, ever 

married, work type, residence type, and smoking status. The whole dataset is transformed into a set of numbers 

during the label encoding process, which encodes all strings. 

 The stroke prediction dataset is severely unbalanced. Recall and precision are inadequate measures of accuracy, 

even though utilizing such data to train a machine-level model may improve accuracy. If handling such uneven 

data is not done correctly, the forecast would be useless and the findings will be erroneous. Therefore, in order to 

create an effective model, it is necessary to address this uneven data first.  The next step was to apply PCA, which 

determines the smallest number of principal components required to preserve 95% of the variation. The phase of 

building the model starts once the unbalanced dataset has been managed and the data prepared. To improve the 

accuracy and productivity of this task, the data is divided into training and testing segments using an 80/20 split. 

The model is partitioned and then trained with multiple classification approaches. The workflow is shown in Fig. 

4 

 

Figure 4- Proposed Workflow Process for Predicting Brain Stroke 

IV. ML BASED TECHNIQUES AVAILABLE 

Three basic categories apply to publications in this field: (1) classification using discriminants (2) solely 

probabilistic types; and (3) hybrid types, where the outcomes are further enhanced using additional techniques. 

While the former is effective in decreasing processing time and complexity, it suffers from the necessity for 

specialized intervention to confirm the kind of stroke and its location. Additionally, adequate radiation attenuation 

is required for successful delineation, which presents a significant problem. The majority of texture-based 

algorithms suffer from significant false positive rates as a result of missing hardly noticeable lesions because to 

minute intensity variations, scan image. For network training, a system that provides medical expert advice to aid 
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in technical detection might be useful . Future research is therefore anticipated to focus on creating intensity-

resistant algorithms, which may be combined with improved image enhancement methods. 

1)Logistic Regression(LR): The purpose of binary classification questions, such as yes/no or true/false, is to 

predict a binary outcome. A common machine learning approach for these types of issues is logistic regression 

[21]. The probability of a binary result based on input features is modelled using a logistic function. It is predicted 

that the positive class will occur if the logistic function's output is larger than 0.5, while the negative class will 

occur if it is smaller than 0.5. Logistic regression creates probabilistic predictions by modelling the connection 

between the dependent and independent variables as a logistic curve. Predictions of binary classes can then be 

made using these probabilities as thresholds. A lot of features can be handled by logistic regression, which is also 

computationally efficient and reasonably easy to apply. One-vs-all or softmax regression can be used to expand 

the logistic regression algorithm to address multiclass classification situations. It is extensively employed in 

numerous fields, including marketing, credit scoring, medical diagnosis, and picture categorization. 

2) Decision Tree(DT): A decision tree is a tree-based machine learning technique that divides the data into smaller 

subsets depending on the features that yield the most information gain, recursively, until there is no more data to 

be split. The data is split into distinct branches, each of which represents a distinct conclusion, and a choice is 

taken at each split depending on a particular attribute. The end product is a tree structure with predictions at the 

leaves and decision rules at each internal node. Decision trees handle both numerical and categorical data and are 

straightforward and simple to understand. They can be applied to challenges involving regression as well as 

classification. Through parameter adjustments, such as lowering the minimum number of samples needed to 

divide a node or form a leaf, they can deal with data that is not evenly distributed. 

3) Random Forest(RF): Several decision trees are created by Random Forest, an ensemble of decision trees, and 

their predictions are combined to arrive at a final choice. By lowering the variance and boosting the robustness of 

the model, several trees can cooperate to overcome the drawbacks of a single decision tree, such as overfitting. 

With its ability to handle missing values, big datasets, and both linear and non-linear correlations, Random Forest 

is a robust and adaptable machine learning technique. Numerous applications, including credit scoring, 

environmental monitoring, and medical diagnostics, make extensive use of it. 

4) Support Vector Machine (SVM ): Classification and regression applications can both benefit from the 

application of SVM, a supervised learning method. SVM can deal with unbalanced data by changing the class 

weight parameter, which gives the minority class a larger weight. SVMs seek to identify the ideal hyperplane that 

divides the data points of various classes as much as possible. The closest data point from each class is separated 

by the maximum margin when the hyperplane is selected. Support vectors, as the name "support vector machines" 

suggests, are the data points that are closest to the hyperplane. Compared to other classification techniques, SVM 

offer a number of advantages, such as the capacity to manage high-dimensional data, cope with non-linear data by 

utilizing kernel functions, and manage imbalanced datasets. Bioinformatics, image recognition, text 

categorization, and other fields have all benefited from the effective application of SVMs. 

5) K-Nearest Neighbors (KNN): A machine learning algorithm based on instances is KNN. When using KNN, a 

new data point's categorization in the feature space is based on the class of its K closest neighbors. The hyper 

parameter K is one that the user sets in value. Generally speaking, decision borders with greater values of K are 

smoother, but data with smaller values of K can contain more local information. The number of nearest neighbors 

is adjusted to regulate the decision, allowing it to handle uneven data. Regression and classification problems are 

both compatible with it. Its drawbacks, however, are the curse of dimensionality—that is, the possibility of 

performance degradation in high-dimensional spaces—and its sensitivity to the selection of distance measure. 

Additionally, KNN requires a large amount of memory to store the entire training dataset for each prediction. 

V. PUBLICLY AVAILABLE DATASETS 

The researchers assess the suggested methodologies using a number of publicly accessible datasets. In this section, 

a few significant and difficult datasets are covered. The hardest MRI datasets are called BRATS. A greater 

number of BRATS Challenges with a resolution of 1 mm3 voxels are published in various years. Both Table 1 and 

Fig. 1 provide the dataset details. 

Available Dataset For Experiment Purpose- 
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Modality Database Data Info Website ink 

MRI   

ISLES-

2015,2016,2017,2

018 

ISLES2015 http://www.isleschallenge.or

g/ MRI  ISLES2016 

MRI– DWI/ADC ISLES2017 

CTP ,TMAX ,CBF, 

CBV ,MTT,  

 http://www.isles-

challenge.org/ 

VI. METRICS FOR MEASUREMENT OF PERFORMANCE 

Performance evaluation measures are used to evaluate an ML model's effectiveness. We used five different 

classifiers to predict when a brain stroke will occur. We computed the performance assessment metrics to find out 

which classifiers performed well. 

The formula for those measures looks like this: 

Acc    =     ((𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁) ) ×100%                      ………….(1) 

Sen =     ((𝑇𝑃)  /  (𝑇𝑃 + 𝐹𝑁) ) × 100%          …………(2) 

Spe =     ((𝑇𝑁)  /   (𝑇𝑁 + 𝐹𝑃))× 100%          ………....(3) 

FPR =     ((𝐹𝑃)  /  (𝑇𝑁 + 𝐹𝑃 ))× 100%       …………(4) 

FNR    =      ((𝐹𝑁)  /  (𝑇𝑃 + 𝐹𝑁)) × 100%           …………(5) 

 

VII. CONCLUSION 

Stroke is a medical disorder that can be fatal and requires immediate attention to avoid further complications. 

Early stroke detection and subsequent mitigation of its severe repercussions may be facilitated by the development 

of machine learning (ML) and deep learning models. Based on a variety of biological parameters, this study 

investigates the predictive power of several machine learning (ML) and boosting algorithms for stroke. Our study 

examined stroke detection and segmentation trends, status, and future directions. It is evident that prompt 

neuroimaging analysis requires a quick, flexible method, which is essential for managing stroke patients. This is 

because neuroimaging plays a major part in the best possible diagnosis and treatment of various stroke types. The 

creation of automated diagnostic tools is distinctly feasible given current developments in neuroimaging, machine 

learning, artificial intelligence, and computing power. Patient morbidity and death will decrease as a result of 

developments in this area and their application to clinical practice. We suggested employing machine learning 

(ML) to improve the functionality of automated diagnostic approach and create a more complete automated 

system based on the results of this systematic literature review.  
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