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Abstract: - Nowadays, Massive business applications are increasingly giving attention to cloud computing data centres because of its high 

potential, adaptability, and efficiency in supplying several sources of both software and hardware to support networked consumers. The 

criteria for autonomy of virtual machines necessitate a flexible resource allocation strategy for Virtual Machines (VMs) .The majority of 

resource utilization models were inaccurate, making it impossible to determine the virtual machine's energy usage directly from the hardware. 

Due to the size of modern data centres and the constantly changing character of their resource supply, efficient scheduling solutions must be 

developed to oversee these resources and meet the objectives of both cloud service providers and cloud customers. Hence an algorithm called 

Task Scheduling Optimization based Genetic Algorithm (TSOGA) has been proposed to dynamically allocate the resources in pursuit of 

scheduling the tasks in cloud data centers. The proposed module initially focuses on task scheduling process, followed by optimized running 

time of task execution. For data centres with dynamic resource allocation, the goal of TSOGA is to efficiently assign jobs to resources while 

minimizing execution time and optimizing resource utilization. Thus, to manage the data centres while achieving high levels of efficiency in 

resource allocation, we constructed a virtual node for our research. Incorporation of Genetic Algorithm is to determine an ideal or nearly 

ideal schedule for carrying out tasks using the available resources while taking into account a variety of restrictions and goals, such as 

minimizing execution and waiting time of task during dynamic scheduling process and efficient resource utilization. 

Keywords:Data Centre, resource allocation, Machine Learning, Genetic Algorithm, Virtual Machines,  Task Scheduling.. 

 

I.  INTRODUCTION  

High energy usage of data centers becomes a critical issue as cloud data center sizes increase. Many recent 

applications and sectors have adopted cloud computing as an important and delegate component to enable 

technology and trends. Single tier and multi-tier applications in real time or virtual mode can be measured and 

made adoptable to many recent needs for computation. 

Computing requirements have been increasing as the age of enormous amounts of data approaches. Future-

generation data centres will make extensive use of cloud computing and virtualization technologies [1]. This can 

work on payment and user need system with supporting features, enabling customers with source nodes to 

interoperate many applications with VM machine in many levels. They provide us basic resources to adapt in 

cloud-based computing service and also the needs for storage in centralized unit to supervise the storage 

organization. The growing need for cloud-based sources with data centers are important to fulfil the needs of the 

customer in various sectors. Many researchers analysed data centers in cloud that are needed for vital utilization of 

cloud-based data for performing the task with high degree of efficacy and removes many drawbacks with new 

inventions in technology and improves the energy utilization and standardization of cloud paradigm.[3] A 

environment of cloud is heterogeneous and gives on requestfacility to enabled services and with 

improvedcomputing and support to the customers. The cloud platform with data centers makes up a compact 

computer services in a virtual mode. Any virtual access is done based on cloud platform. A varied separation of 

levels in cloud is possible depending on data centers and applications on demand. Many web based services use 

this environmental setup for easy access and improved performance.[4] The cloud setup best suits for the business 

application for the usage of the data centers with high profit.  An ordering of process tasks for all the virtual 

machine is essential for the reduction of energy usage and increasing the throughput of data centers in cloud 

handling the issues of time taking of the jobs in varied conditions and large number of jobs to resolve the problems 

related to cloud-based computing.[5] The resources allocated based on virtual storage enables better access. Many 

different forms of Virtualization increase the advantages of quickness, suppleness, outcome with process of self-

automation with improved. Every process is scheduled with virtualization to solve many series problems based on 

sampling and several optimization algorithms provides effluent solutions to many real scenarios that are most 

 
1 Research Scholar,Department of Information Technology ,Kalasalingam Academy of Research and Education,Krishnankoil,Tamil 
Nadu 626126, alangaram1985@gmail.com 

2 Department of Information Technology , Associate Professor , Kalasalingam Academy of Research and Education, 
Krishnankoil,Tamil Nadu 626126, balakannansp@gmail.com 

Copyright © JES 2024 on-line : journal.esrgroups.org 

 

mailto:alangaram1985@gmail.com
mailto:balakannansp@gmail.com


J. Electrical Systems 20-3s (2024): 62-72 

63 

optimal.[6] Many organizations has varied aims and process goals each need to be consolidated as a single process 

aim of any management and this can be done by optimization methods of several process goals. Integer PSO 

method is applied to solve QoS demand of users and minimum infrastructure cost [7]. This can be achieved by 

many methods in trend but our research focus on prioritization with scheduling based on data centers with 

virtualization that could prioritize the methods and needs to minimize the scheduling time and cost effectively[8].  

Designing a task scheduling based resource allocation method in an optimized way to adapt to the dynamic 

strategy and solve the existing challenges of cloud computing resource scheduling To enhance resource utilization 

in cloud data centers, optimize the distribution of computer resources. Tasks should be scheduled dynamically to 

effectively adapt to shifting workload requirements. The prearrangement of our research article is structured as 

follows: In Section 2, existing researches related to cloud optimization techniques are discussed. Section 3 

analyzes the working process of proposed Task Scheduling based Optimization with Genetic Algorithm for 

efficient resource allocation. Section 4 evaluates the TSOGAin Cloud Sim environment, and the conclusion with 

future aim is described in Section 5. 

II. LITERATURE SURVEY 

Technique of particle swarm optimization (PSO) a meta heuristic approach of optimization methods in virtual 

modes shows how particles belong to set can find optimal solution to that cluster. Each particle emerges a varied 

approach with respect to factors of measure and the best is opted as the solution. They aim to create a balance of 

sources from both ends of optimization as it is versatile and optimal in performance [9]. PSO seems to be the 

majority of choice in virtual environment in trend. The problems are split and evaluated and analysed based on the 

result of analysis the clusters are grouped to get the optimal solutions [10]. The resources are compared with the 

process assigned and randomly generated representations are adopted and trailed for beat outputs and best 

assignment strategy is approved. This approach is capable of addressing the problems and is adoptable to the 

systems on demand [11]. The scheduling and neighbourhood problems are supportive to remove the problems 

caused by PSO and a Task scheduling based on genetic approach in cloud seems better to handle data clusters in 

various applications of cloud computing [12]. The data centers with minimal 6000 process on pool can be 

scheduled and optimized with central data unit to control the time complexity for the task scheduling and every 

individual process are scheduled effectively on the cloud store [13]. The storage information, network and 

application services with load balancing with virtual pool has minimized power consumption improved outcome-

based performance measure with several task. Several applications executed on cloud has technical procedures for 

resource mapping with maximized number of users and tasks in virtual model with no lack of resources for 

allocation based on data centres [14]. Genetic approach enables faster response stronger configuration with 

unlimited users and varied storage in a centralized environment [15]. The allocation of resources is done with 

maximum efficacy and high degree of fitness. The maximized allocation of resources and balanced load with no 

overhead in minimal time and effective scheduling [16]. This can be implemented in varied system in lower time 

of optimizing and enables increased transfer time of jobs based on prioritization which makes switching of longer 

execution process and ensure time management with no overhead [17]. This supports not to let down the working 

of machine on the cloud environment that are virtual and increases the energy utilization and balancing of 

performance in case of overheads [18]. The mechanism of energy consumption among virtual nodes focuses on 

several efforts to minimize the overheads caused by network overflow and generate optimal solutions to the n 

number of nodes in with best allocation of resources with energy consumption at low rate around less than 50% of 

requested utilized as a whole [19]. The node allotted in hindered numbers with 98% of efficiency brought along 

with optimal efficacy. Many learning tasks are supported with range of work allotted from various process intern 

ensures the improvement of performance with several QoS parameters. 

However, the aforementioned literature studies only cover system/hardware management as a source of resources-

saving techniques; efficient task scheduling techniques can also help cloud data centers conserve resources. 

III. RESEARCH METHODOLOGY 

This research work based on optimization technique with scheduling ensures advantages on handling several 

resources with many actions. Task scheduling in cloud computing refers to the distribution and control of 

resources inside a particular cloud environment in accordance with predetermined resource consumption 

guidelines. Task scheduling issues are crucial because they affect how effectively all computer facilities operate. 
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A number of approaches can be used to address the NP-complete problem of cloud computing task scheduling. 

The foundation of cloud systems, the world's fastest-growing energy consumers, is virtualization technology. It 

occupies a crucial place in the field of resource management by offering answers to numerous relevant, pressing 

issues and difficulties. One of the methods most frequently used to create new and effective resource management 

policies is resource consolidation. Virtual machine packing, which is the core topic, enables cloud data centres to 

transition from one state to one that is better optimized. This research on Task scheduling based optimization with 

Genetic approach(TSOGA) operates on set of data centres on cloud media handles diversified data with virtualised 

model with a set of process on cloud management with success rate compared to the existing methods in which 

rather than single process several process can be managed effectively. Several factors based on performance are 

noted and trained to calculate the throughput measure of the algorithm on a cloud based environment. Due to the 

highdensity of physical machines, enterprise cloud data centres use a significant amount of energy. These PMs 

support a sizable number of VMs, which are used to run a sizable number of applications. The overall process of 

the proposed TSOGA is given below in Figure 1. 

 

 

Figure 1 Figure title Overall Process Flow of TSOGA proposed algorithm 

Heuristic intelligent algorithms and conventional deterministic algorithms. The resources allocated in overall if 

exceeded or crossed the threshold of utilization and many factors of deviations enables to consider the metrics on 

cost, availability of resources, time are improves to achieve the aim of the optimization. Implement dynamic 

workload management solutions since cloud data centres frequently experience fluctuating resource needs. Given 

that data centres may contain a sizable number of VMs and servers, consider using parallel processing to 

accelerate the optimization process. The result of optimization parameters on the graph shows the work flow of 

time scheduled and allocation of resources in limited constraints increased the performance metrics in real time 

cloud-based applications. Figure 2 shows the data center based on TSOGA method from a virtual mode pool of 

data to several WAN based applications on cloud storage.  

 

Figure 2 The schematic representation of TSOGA cloud pool data centres 
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The Genetic approach on optimization has improved quality measure in all aspects with selection of parameters to 

give best fitted solution in all means, which is capable of solving many issues related to cloud environment.  This 

improves the values in commercial means and other aspects that results in process optimization with allocation of 

resources with virtual nodes. 

TSOGA algorithm fits into the state of optimization which solves problems based on computations and provides 

an effluent way to find the enabled and available resources for allocation in varied platforms. The cluster of 

resources are analysed scheduled and optimal one is best fined and allotted for utilization. The correlated factors 

with formula of resources allotted with random numbers and process scheduled with improved optimization. This 

enhances the operability and capability of the optimized cloud with TSOGA support. 

In general, cloud task scheduling model is defined with set of tasks Tx = {T1, T2, … , Ts} with the  s number of tasks 

in the current queueing stage, using a set of VMs VMy = {VM1, VM2, … , VMz} with the indication of z number of 

total resources. The dynamic way of distribution the tasks involves the matrix form of  

Ms×z =

(

 
 

M11M12… M1z
M21M22… M2z

.

.
Ms1Ms2… Msz)

 
 

    (1) 

Where Mxy in Eq. (1) defines the number of Tx  running on the implemented VMy . Multiple tasks can run on 

different VMs due to the incorporation of virtualization technology, which lowers energy usage by better utilizing 

computer resources and requiring fewer computers overall. The task scheduling process can be defined as a three-

tuple system (Tx, Pr,L), where Prrepresents the processing VM nodes, L denotes the mapping link between the Tx 

and Pr . Reduce the execution duration of each task in order to create an algorithm for scheduling task that 

efficiently distributes activities among the accessible and available resources. By doing this, the organization 

becomes more effective and the response time is shortened. Therefore, in this scenario, efficiency, reduced 

task execution time and waiting time are all regarded as objectives. This proposed method best suits for 

optimization and resource allocation in a cloud based storage environment which provides commercial benefits for 

process.  

3.1 PSO Approach 

The actual Particle optimization technique is more efficient for solving optimization issues in real world with good 

feedback.[24] The maximum number of nodes with no repetitions and proper interaction of nodes and resource 

allocation and sharing among the nodes in virtual devices on cloud capable of high performance evaluation factors 

considered with supportive responses among the nodes. In case of TSP this algorithm has some issues on working 

the path selection which is overcome by TSOGA algorithm based on priority selection and resource allocation 

efficiently[25][26].  

min: f(x) = w ∗ storage(x) + (1 − w) ∗ res(x)  (2) 

Eq. (2) represents f(x) as objective function PSO trying to minimize, x is the decision variables allocation of VMs 

to servers, storage(x) represents the storage consumption like CPU memory, specifies resource usage restrictions, 

w represents the weighting factor based on priorities, res(x) guaranteeing that the allotted VMs do not use more 

CPU, memory, etc. than the real servers can support. 

PSO works with particles of swarm that brings the solution with set of values cooperates together. The every 

particle in the swarm identifies an optimal solution. Each member of the swarm symbolises a potential 

arrangement of virtual machines in the data centre. These settings contain information on the quantity, location, 

resource, and storage assignments of virtual machines. The objective function is used to evaluate each particle's 

fitness during an algorithm iteration. The configuration that produced the highest fitness value for each particle 

thus far is known as its best position , and each component keeps track of this. The swarm additionally preserves 

its global position of best, which stands for the optimal outcome for all swarm members. The area with optimal 

solutions on the changing parameters need to provide exact solutions for varied problems defined. Through 

various iterations each swarm with exact solution will the optimised outcome among the swarm. On dynamic 

response of the particles with faster repose with varied neighbour node and enablesa complete view of the problem 
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and enables optimal solutions for the any kind of problem. Particle Swarm Optimization's (PSO) sensitivity to the 

selection of controlling criteria, which can affect performance and convergence, is one of its limitations for cloud 

data centre optimisation. 

3.2.Bat Algorithm 

The bat algorithm (BA) is a most trending algorithm which enables to define solutions for behavioural traits on 

trail and error basis to give optimal solutions. This algorithm aims to globalise the solutions with most effective 

criteria on trail. The unsupervised mechanism with trail improves the visibility of adding solutions on the various 

factors of search. 

In order to discover the available space and settle on the optimum answer, the algorithm employs echolocation and 

modifies these parameters.To find the best option, bats change their positions and frequency. The following are 

the main equations for updating a bat's position and frequency: 

vi(k + 1) = vi(k) + (xi
∗ − xi(k)) ∗ A ∗ fi(k)   (3) 

Eq.(3) defines vi(k + 1) represents the ne velocity of bat i at iteration k + 1, vi(k) represents the previous velocity 

of bat i at iteration k + 1, xi
∗ global best solution found, xi(k) represents the current position of bat i at iteration k, 

A constant representing loudness, fi(k) random vector with elements in the range [-1,1].For further efficienct 

utilization of resources frequency of BAT is updated by Eq.(4). 

fi(k + 1) = fmin + (fmax − fmin) ∗ rand       (4) 

randrepresents the range of [0,1], fi(k + 1) represents new frequency of bat at iteration k + 1,min  and max 

represents the frequency range. The effectiveness of the Bat Algorithm may be impacted by its comparatively 

slow converge contrasted to some alternative metaheuristic algorithms. 

3.3.BSOAlgorithm 

The brain storm optimization enables clustering function with difference of population classification in to sub 

divisions with different set of populations as neighbour dataset which works on swarm intelligence based 

optimization to give best solutions of all means. Groups in BSO may represent various VM allocation strategies, 

including as performance-driven, load-aware, and energy-efficient strategies. Allowing teams to suggest novel 

VM-to-server allocations that try to optimise various parts of the data centre would help spur brainstorming in 

Eq.(5). 

BSOobj = min (α ∗ ∑(ui −utarget)
2 + β ∗ ∑(ei −emax)

2   (5) 

∑(ui −utarget)
2minimises the squared discrepancies between the utilisation of each server and the intended 

utilisation, which promotes load balancing. The constant α  serves as a weight to indicate how crucial load 

balancing is to the optimisation. ∑(ei −emax)
2 minimises the squared discrepancies between the energy 

consumption of each server and the maximum permitted consumption, which promotes energy efficiency. The 

constant β is a weight that reflects the weight that the optimisation places on energy efficiency. The intricacy of 

choosing the right parameter settings for Brainstorm Optimisation is one of its limitations, which may affect its 

convergence and efficiency in solving optimisation issues. 

3.4 Whale Optimization Algorithm (WOA) 

The Meta computing optimization algorithm which clone the filtering nature of values. The algorithm with 

strategy of capturing nature capable of catching small victims out of large observed variables from which sub 

divided groups filter out the exact outcome in a spiral manner repeatedly. Up until a termination requirement is 

satisfied, the optimisation process goes through several iterations. 

The maximum amount of cycles, convergence of alternatives, or achieving an acceptable scheduling task 

efficiency level can all be used as termination conditions.In a cloud data centre, the Whale Optimisation 

Algorithm serves as a metaheuristic to direct the search for the best work scheduling solution. To increase the 

overall effectiveness and performance of work scheduling while taking dynamic VM allocation into consideration, 



J. Electrical Systems 20-3s (2024): 62-72 

67 

it strikes a balance between the investigation of various scheduling strategies (the bubble-net portion) and the use 

of promising solutions (the encircling stage) defoned by Eq.(6) 

pi(new) = pbest − A ∗ (r1 ∗ pi − r2 ∗ pbest)  (6) 

pirepresents the position of ith whale in the solution space, pbest position of best whale so far, A represents the 

encircling coefficient, r1 and r2 random values between 0 and 1.WOA's susceptibility to setting parameters is one 

of its drawbacks, necessitating careful adjustment for optimum performance. 

A method of bubbled feeding is done to enable dual loops or forward move to create spiral view of the handled 

data in a circular path which proceed forward to capitulate the valid optimal data as the result. In forward move a 

spiral path is laid around the data to be captured as a outcome target for handling varied dataset in different 

environment with looping back in dual set to find the output. 

3.5.TSOGA 

Task scheduling based optimization with Genetic approach is an important component with distributed approach 

such as grid and peer to peer network and includes complex computations and variable input for and longer time 

executing process. Many scheduling based priority of tasks are considered for decision making. As a result exact 

prioritization based algorithm for optimal; scheduling along with Genetic algorithm plays an vital role in dynamic 

data centres for handling and extracting valid dataset as the final outcome.  

3.6. Task Scheduling Process Using TSOGA 

This efficiency η is the maximum resources allocated with difference of Minimal resources unallocated with 

variation of maximum utilised based on optimal solutions based on number of nodes. This research proposed a 

condition based on users and data centre handling report generation and those processes are scheduled based on 

priority as required. The request of a user is perceived as a collection of tasks and allocation of process to each 

resource in need and performs suitable tasks in first based on priority. It is considered into decisions made on 

virtual node details on cloud data centre, the cloud computing environment with strategy of optimization method 

along with simulated with no stress on data handling to the data centre. The centre gives two columns of data 

along the order to get better allocation for respective work associated with the virtual nodes defined in Equation 

(8). 

Ral = Ni + nRal − Run  (8) 

Where Ral represents the overall resources need to be allocated, Ni gives the number of VMs and, nRal represents 

the no.of allocated resources and Run gives the unallocated resources in the cloud environment.Figure 2(a) depicts 

the overall schematic diagram of proposed algorithm with sample input and output. 

 

Figure 2(a) Schematic representation of TSOGA procedure 

Genetic Algorithm Configuration: 

Use a genetic algorithm by setting the appropriate parameters and create a fitness function incorporating the 

research objectives like mitigate the time consumption, improving resource utilisation, and enhancing 
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efficiency along with establish a representation scheme for solutions such as resource distribution plans across 

time. 

Initialization:  

Produce a diverse starting population containing solutions that correspond to resource distribution plans. To 

evolve a population over generations, use genetic operators such as selection, crossover, and mutation.  

Fitness Function: 

Reduce task Completion Time: Create an evaluation metric to gauge how soon each item in a schedule is  

finished.Maximisation utilisation of resources Create an indicator that measures how effectively resources such 

CPU and memory are used overall in the schedule. Enhanced efficacy Create an estimate such as energy efficiency 

that measures how well the schedule uses resources. 

Fitness(sol) = w1 ∗ reduceTaskcompletion time(sol) + w2 ∗ maxRutil(sol) + w3 ∗ e  (9) 

Where w1,w2,and w3 are weighting factor, maxRutil defines the maximum resource utilization and e defines the 

efficiency level in Eq.(9) 

Selection: 

Based on the specified evaluation metrics, determine the fitness of each solution. Decide on the genetic algorithm's 

stopping parameters, such as the highest possible number of generations for virtual nodes for the desired fitness 

level, or the convergence threshold.SelectParents(Population,fitness)=>p1,p2 where p1 and p2 defines the parent 

node of virtual machines in the applied cloud data centre. 

Crossover: 

To produce additional offspring, combine parent solution pairs. The encoding technique must be respected by the 

crossover operator crossover(p1,p2)=>offspring. Crossover can be achieved, for instance, by exchanging sections 

of the allocation of resources scheduling plans between two parents if each of the chromosomes represents a 

timetable for resource allocation across time.  

Mutation: To keep the population diverse, make modest, arbitrary adjustments to some solutions. Changing the 

way resources are allocated for a given task at a given time is one instance of a mutation. 

Utilize the infrastructure of the parameters of data centre to implement the optimised resource allocation schedule. 

This could entail dynamic resource reallocation to tasks as they come in or predictive scheduling according to 

workload estimates. Maintain the optimised resource allocation by continuously monitoring the performance of 

the data centre and making adjustments as necessary. This includes adjusting to shifting workloads and variations 

in the supply of resources. 

IV. PERFORMANCE EVALUATION 

This research simulation results in cloud simulation (CloudSim) environment with necessary parameters to 

produce improves efficiency and System performance considering the factors virtual machine number, storage, 

utilization on the cloud. The simulation experiments are run on CloudSim to study the results, and the 

effectiveness of our suggested strategy is then assessed. The performance of the TSOGA gives guaranteed results 

compared with BA, PSO, BSO and WOA in several architecture capable of performing process allocation and 

system utilization of those virtual machines with improvised optimization results on the cloud platform. Several 

algorithms such as bat algorithm (BA), bees swarm optimisation (BSO), and whale optimisation algorithm (WOA) 

on TS based Genetic Algorithm (TSOGA) gives high efficacy with no delay and data loss.  

4.1 Analysis of Time Consumption for Executing a Task 

The resources in cloud data centres are overflowing with unpredictability; on the one hand, the hardware 

capabilities of various resources vary, and on the other, CPU utilisation and network of things load change minute 

by minute. Despite the same task can execute in a resource differently depending on when it is submitted, and on 

the other hand, if two distinct tasks are executed within two resources using one station, the time required for 
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execution will also vary. In cloud data centres, it is difficult to forecast how long a task will take to complete 

because of the variability in the two factors. Figure 3 has been demonstrated that when the number of tasks rises, 

the time required to complete each task increases. The time consumption represents the time taken for task 

execution. Using the BSO method results in the longest task execution time; BA and TSOGA are obviously 

superior than the other existing algorithms. These results show that proposed TSOGA is very efficient at 

completing tasks with little VM time, but it does not result in an increase in the make span. 

 

 

Figure 3. Time Consumption vs. Handling Task in Data Centres 

The above graph consists of a comparative study of various optimization algorithmic in training data from data 

centric approach and it reveals time taken for those algorithms to handle test and train the dataset effectively form 

the given data centres. The TSOGA shows effluent results with average time reserved for data handling and 

maintains optimal time when compared to other algorithms in terms of throughput on time basis and enhances the 

working of the algorithm in terms of conditional evaluation as test and train models.  

4.2 Waiting Time Analysis 

Various QoS factors support the performance measure of several algorithms and thus optimized data are available 

from particle swarm optimization and bat algorithm in iterative manner and this consumes time on repeated 

execution of training data and TSOGA avoids the overhead and provides maximum efficacy. Figure 4 has been 

demonstrated that when the number of tasks rises, the waiting time required to complete each task increases and 

then our proposed system waits for a very small amount of time in a waiting stage compared to other algorithms. 

 

 

Figure 4. Task waiting time vs. No. of Task 

4.3. Efficiency Ratio (%) 

Table 1 Number of Virtual Node and Efficiency Levels 

Virtual 

Nodes 

Optimization techniques 

BA PSO BSO WOA TSOGA 

200 81.45 71.76 60.16 85.68 90.95 

400 83.28 71.93 62.05 84.95 92.05 
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600 84.5 71.43 61.46 85.38 95.26 

800 85.72 75.73 65.63 88.94 96.28 

1000 86.12 75.57 66.73 94.1 94.63 

1200 87.45 78.98 69.9       95.7 97.8 

The values given in Table 1 shows the number of Virtual nodes with its corresponding efficiency levels are 

graphed in Figure 3. Compared to all other existing approaches our proposed method TSOGA shows 97% 

efficiency at 1200 count of virtual nodes. This ensures a reasonable allocation of resources based on optimization 

and increased throughput. The comparative graph Figure 5 below shows the performance of various algorithms 

with proposed system in terms of metric called resource allocation with high efficiency and achieved maximal 

utilization of resource with minimal storage consumption of allocated tasks in Eq.(10) 

e = (total processing capacity of active VMs) (total available processing capacity)⁄  (10) 

The performance results based on simulation method at optimal allocation of resources is achieved with higher 

efficiency when compared to other state-of the art approaches which is due to the optimal union of varied 

solutions. The time and space utilization along with energy consumption produces a greater performance and in 

particular with the reduced overhead. The allocation of resources with maximum virtual node utilization and 

achieves efficacy shows improved model of TSOGA performance better in the application of cloud computing. 

The efficiency of the proposed model is proved based on the comparative analysis with other state-of-the-art 

methods such as BA, PSO, BSO, and WOA. 

 

Figure 5. Plot of Virtual node vs. Efficiency 

4.4.Resource Efficiency Analysis 

 Find out where resource have been misapplied or wasted. This could entail locating process bottlenecks, locating 

VMs machinery that is underutilised, or locating wasteful resource usage. Gather information in real-time about 

the functionality and use of cloud resources. This involves keeping an eye on how  VMs, storage quantities, and 

network bandwidth are allocated and reallocated. To ensure successful and economical cloud operations, cloud 

data centres concentrate on maximising the utilisation of network, computing, and storage resources. 

Table -2 Number of VMs and Resource Efficiency 

VMs BA PSO BSO WOA TSOGA 

100 80.23 70.00 58.96 83.6 91.25 

200 84.27 70.52 60.12 84.41 93.61 

300 84.25 71.97 61.86 85.16 94.14 

400 84.6 73.94 62.08 87.79 94.98 

500 85.02 74.82 63.92 89.96 95.24 

600 86.25 75.00 64.59 90.21 96.73 

700 91.11 75.02 69.05 90.43 98.99 

Table 2 discusses the comparative results with maximum node of VMs and optimised resource utilization results 

of several algorithms. Thus the performance measure shows TSOGA is comparatively good compared to other 
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existing algorithms with improved results and variation of percentage with improvement shows better efficacy in 

low overhead and high outcome with any number of input nodes taken as parameter and enables better Quality of 

Service in cloud environment. 

V. CONCLUSIONS AND FUTURE WORK 

This research focus on the improvement of cloud platform with resource allocation with optimization of several 

virtual nodes. This Task scheduling based genetic algorithm supports with high degree of efficacy and can be 

extended to machine learning approach and Internet of Things applications. This working model is trailed with 

various factors of efficiency and simulated output shows TSOGA algorithm with maximum nodes perform better 

compared to PSO and other optimization algorithms. solves these issues in a flexible and dynamic manner. 

TSOGA seeks to effectively oversee data centres in the cloud by prioritising work scheduling and incorporating 

Genetic Algorithms in order to maximise resource utilisation, reduce execution of tasks times, and accelerate task 

completion. TSOGA offers a viable approach to improve performance and satisfy the needs of providers and 

consumers as the cloud computing space continues to develop.The resources optimization is compared with better 

investigations and overall fitness of the research with improvised time management and avoids third part attacks 

on cloud host and virtual systems for storage and information sharing on both public and private cloud. Future aim 

relates to cloud services continuation to expand, optimisation techniques are being scaled to manage larger and 

more sophisticated data centre infrastructures. 
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