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Abstract: - Video summarization extracts the relevant contents from a video and presents the entire content of the video in a compact and 

summarized form.  User based video summarization, can summarize a video as per the requirement of the user. In this work, a non interactive 

and a perception-based video summarization technique is proposed that makes use of attention mechanism to capture user’s interest and 

extract relevant keyshots in temporal sequence from the video content. Here, video summarization has been articulated as a sequence-to-

sequence learning problem and a supervised method has been proposed for summarization of the video. Adding layers to the existing 

network makes it deeper, enables higher level of abstraction and facilitates better feature extraction. Therefore, the proposed model uses a 

multi-layered, deep summarization encoder-decoder network (MLAVS), with attention mechanism to select final keyshots from the video. 

The contextual information of the video frames is encoded using a multi-layered Bidirectional Long Short-Term Memory network 

(BiLSTM) as the encoder. To decode, a multi-layered attention-based Long Short-Term memory (LSTM) using a multiplicative score 

function is employed. The experiments are performed on the benchmark TVSum dataset and the results obtained are compared with recent 

works. The results show considerable improvement and clearly demonstrate the efficacy of this methodology against most of the other 

available state-of-art methods. 
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I. INTRODUCTION 

Recently, a tremendous rise in the availability of multimedia content can be seen on the internet. The ease of 

capturing and uploading of videos on the social networking sites and internet is one of the major contributors. The 

rapid growth of this content has made browsing, retrieval, indexing, processing, storage and sharing of this content 

a tough task.  

Therefore, we need a mechanism that can summarise the content in a form such that it contains the most relevant 

and important part of the content and thus ease the above-mentioned tasks. Video summarization can serve the 

purpose as it aims to produce summaries of videos that include the most important data of a video in compact form 

[1]. The video summaries generated can be either a static summary or a dynamic summary. The static summary 

comprises of a collection of keyframes and the dynamic summary also known as a video skim is mainly a collection 

of keyshots that are chosen on the basis of the importance scores that are assigned to the frames or shots respectively. 

Static summary is mainly in the form of still images, thumbnails or storyboards whereas a dynamic summary mainly 

consists of video segments in temporal sequence. Importance scores help in identifying the keyframes or keyshots 

as per the relevance of the application or requirement of the user. However, it must be noted that generation of the 

importance scores is not a trivial task. Finding out what is important from the entire content is highly subjective as 

it can vary for different persons depending upon various factors such as requirement of the user or application, genre 

of the video etc. During the last decade, many researchers have worked in the field of video summarization [1-5] 

and proposed various summarization techniques based on genre, applications, user preferences etc. However, it has 

been observed that user-based video summarization i.e., generation of a video summary as per the demand of the 

user is the need of the hour. User based video summarization can be further categorised as interactive and non-

interactive or perception-based video summarization. In interactive video summarization the user provides an extra 

input along with the input video such as a query [6-9] for summarization. The query can be expressed as textual 

description of some object or event, image, video segments or keywords and the summary is generated based on the 

query. In non-interactive or perception-based video summarization, instead of using an additional input such as a 

query, importance score generation is based on cues such as attention, emotions, facial expressions etc. [10-13]. 

Video summarization techniques follow either an unsupervised or a supervised approach. Most of the previous 
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studies focus on unsupervised approach, but it is seen that the recent studies have shifted their focus on exploring 

supervised approaches. In a supervised approach, the problem of video summarization is formulated as a sequence-

to-sequence learning problem, wherein a set of frames of a video are taken as input in sequence and the predicted 

importance scores for these frames are the output. On the basis of these scores the keyframes or keyshots are further 

selected to generate the output summary. In most of these approaches, Recurrent Neural Network (RNN), commonly 

a LSTM is used for modelling the sequential data. However, it has been noticed that LSTM has several drawbacks, 

it is not a suitable solution for long video streams as it is capable of handling only a frame length of 30-80 frames 

[14]. Another, drawback with LSTM is that it is not able to distinguish among frames effectively as each frame is 

assigned an equal weight. To address these issues, we propose a deep framework, a multi-layered attention based, 

encoder - decoder network for video summarization where we use multi-layered BiLSTM as the encoder and multi-

layered LSTM as decoder. The attention mechanism helps in assigning proper weights to each frame and thus leads 

to efficient selection of keyshots for final dynamic summary generation. The following are some notable 

contributions made by this work: 

1. Proposed is a deep summarization model that includes a multi-layered encoder-decoder framework. 

2. Utilizing attention, diverse weights are assigned to video frames, enabling the generation of a highly relevant 

and semantically representative summary while concurrently capturing long-term dependencies within the 

content. 

3. The experiments were conducted on the widely used benchmark TVSum dataset, and it is evident that our model 

outperforms the majority of state-of-the-art methods. 

 

The paper is further organised as mentioned:  Section 2 lists the related work. Section 3 discusses the proposed 

framework and finally Section 4 discusses the Experiment and Results. 

II. RELATED WORK 

Video Summarization techniques are broadly classified as unsupervised technique and supervised technique. 

Unsupervised approaches use heuristic criteria for ranking and selecting keyframes or keyshots. Most of the 

unsupervised techniques use clustering-based approaches and sparse coding for summarization [15]. Clustering 

based methods select the cluster centres for creation of the summary of the video. Various clustering techniques 

such as k-means [16], graph clustering [17], prototype selection etc are mostly used for summarization process. 

Sparse coding techniques consider the video summarization problem as a minimum sparse reconstruction problem 

[18]. Reinforcement learning is proposed in [19] for video summarization which uses a label and free reward 

function that jointly considers both diversity and representativeness for generating a video summary. [20] proposes 

the use of Generative Adversarial Network (GAN) framework for video summarization. It comprises of a 

summarizer and a discriminator. An autoencoder, a LSTM is used for the summarizer part and again an LSTM is 

used for the discriminator part.  

Recently, the supervised techniques are being explored by the researchers and gaining more attention. The 

supervised approaches use human labelled annotations for selecting the keyframes or keyshots for summary 

generation. [21] proposes Sequential Determinantal Point Process (seqDPP) for video summarization and considers 

the video summarization problem as a supervised subset selection problem. [22] proposes a hierarchical neural 

network for summarization process that has two layers. One layer is used to encode the short subshots and the final 

hidden state of each subshot of the original video and the second layer calculates the importance score. Attention 

based models [5,23,10,24,25][33-39] are capable of producing better results as they are able to focus on more 

relevant things and are therefore capable of producing better summary. [23] proposes a fully convolutional sequence 

model and establishes a relation between semantic segmentation and video summarization.[5][40-48] uses an 

encoder-decoder framework where encoder uses a BiLSTM for encoding of contextual information and two 

attention-based LSTM for decoding purpose. [10] proposes a deep and a hierarchical LSTM network with attention 

mechanism for video summarization that uses a 3D-CNN for extraction of spatial -temporal features. Inspired by 

the use of supervised techniques and performance of the models based on attention, in this paper, we suggest a 

multi-layered encoder-decoder framework with attention mechanism. 
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III. PROPOSED FRAMEWORK 

3.1 Problem Formulation 

Video summarization is considered as a problem in which a video is given as input and output is either a static 

summary consisting of a set of keyframes in a sequence or a dynamic summary consisting of keyshots in a sequence. 

Previous works represent both the forms of output, either as binary labels or as frame level importance scores which 

help in selection of keyframes for a static summary or keyshots for a dynamic summary [23]. Most of the pre-

existing datasets also have the ground truth annotations in either of the two forms.  We have formulated the video 

summarization as a sequence-to-sequence problem where the video is taken as input and the sequence of keyshots 

are generated as output, considering the binary labelled annotations. A video V with n frames is considered for 

summarization. The frames of the video are pre- processed and their feature vector representations are taken as 

input. The output sequence consists of frame level scores that are converted into shot level scores and the final 

summary (sequence of keyshots) is generated by selecting the keyshots in temporal sequence and with a length 

budget. The proposed model consists of an attention-based multi layered encoder -decoder framework followed by 

a summary generation or keyshot selection model for selection of keyshots as the final summary. Fig 1 shows the 

framework of the suggested model. 

 

Figure 1 Proposed Framework of ML-AVS network 

The encoder decoder model has proved to be a powerful solution for sequence to sequence-based prediction 

problems. The encoder extracts the features from the input and generates a context vector. The context vector 

contains all the information of the input data and is further send as input to the decoder for final predictions as 

output. It is often observed that with large data these network models do not work well as the generated context 

vector of fixed length is not capable of remembering the entire input sequence. Therefore, a mechanism is required 

that can help the neural network to remember the long sequence and at the same time mimic the human brain by 

selectively focussing on the more relevant things while ignoring the less important ones. Attention mechanism can 

be utilised to implement this. In addition to this, stacking multiple layers in the network model can produce better 

results, as adding layers to the existing network makes it deeper. The deeper models provide a higher level of 

abstraction and predict more accurately. The additional layers are able to recombine the learned representations 

from the previous layers and create new representations having higher level of abstraction. Each layer of the network 

processes some part of the input and sends it over to the next layer, until the final layer produces the output. Here, 

we have used attention and multi-layers in the encoder-decoder model for generating the output summary.  Fig. 2 

shows the flowchart of the proposed Multi-Layered Attention based Video Summarization (ML-AVS) model. 
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Figure 2 Flowchart of the proposed ML-AVS model 

3.2 Multi-Layered BiLSTM Encoder  

The encoder, in the encoder decoder model converts the input sequence F = {f1, f2, f3, …, ft} into a representation 

vector v = {v1, v2, v3 …., vt}. Here, the frame features of a video input are represented through f1, f2, f3, …..., ft.  The 

existing state-of-art methods mostly use a variant of RNN called LSTM for the encoder. LSTM has gained ample 

popularity as it is able to encapsulate the long-term temporal dependency and thus is very suitable for video data, 

but at the same time has its own limitations [14] as mentioned earlier. BiLSTM network has shown significant 

improvement in performance over LSTM in encoding the relevant information of the sequential data. It is also 

capable of considering the bidirectional long-term structural dependencies between the frames of the video. 

Therefore, here we have chosen BiLSTM as the encoder. As shown in Fig. 3, BiLSTM uses two independent LSTM, 

where the first LSTM computes data in the forward direction (forward states) and the second LSTM computes data 

in the backward direction (backward states). 

 

Figure 3 BiLSTM Encoder 

In forward LSTM, the inputs are f t-1, f t, f t+1 and the outputs are    ℎ⃗ 𝑡−1, ℎ⃗ 𝑡 , ℎ⃗ 𝑡+1 ,  in backward LSTM, the inputs 

are f t+1, f t, f t -1 and the outputs are  
←
ℎ 𝑡+1 

,
←
ℎ 𝑡 

,
←
 ℎ𝑡−1 

 . Therefore, BiLSTM is able to consider the bidirectional long-
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term structural dependencies between the frames of the video. We have stacked two additional layers to the BiLSTM 

network for efficient representation vector generation and obtain 𝑣𝑡 for each 𝑓𝑡. 

The BiLSTM calculates the input sequence,  

 𝑓 = [ 𝑓1, 𝑓2 , 𝑓3 …… . . . , 𝑓𝑛] from a forward hidden sequence  ℎ𝑡𝐹 = [ ℎ1𝐹 , ℎ2𝐹 , … , ℎ𝑛𝐹] and a backward hidden 

sequence  ℎ𝑡𝐵 = [ ℎ1𝐵, ℎ2𝐵 , … . . , ℎ𝑛𝐵]. 

The encoder 𝑣𝑡 can be obtained by concatenating the final forward and backward output. as follows: 

𝑣𝑡 = [ ℎ𝑡𝐹 , ℎ𝑡𝐵]                     (1)  

ℎ𝑡𝐹 =  𝜎(𝑊ℎ𝐹𝑓 𝑓
𝑡 + 𝑊ℎ𝐹ℎ𝐹 ℎ(𝑡−1)𝐹 + 𝑏ℎ𝐹              (2) 

         

ℎ𝑡𝐵 =  𝜎(𝑊ℎ𝐹𝑓 𝑓
𝑡 + 𝑊ℎ𝐹ℎ𝐹 ℎ(𝑡+1)𝐵 + 𝑏ℎ𝐹          (3) 

          

𝑣𝑡 = 𝑊𝑣ℎ𝐹ℎ𝑡𝐹 + 𝑊𝑣ℎ𝐹ℎ𝑡𝐵 + 𝑏𝑣           (4)                  

    

The architecture of encoder θ depends upon the input of the application, and thus can be represented as follows: 

 [𝑣𝑡
ℎ𝑡

] =  𝜃(𝑓𝑡)                         (5) 

3.3 Multi layered Decoder with attention mechanism 

The decoder used here is multi-layered LSTM. It has an additional layer stacked over the LSTM network that 

generates an output sequence  y , where  

y= {y1, y2, y3, …, yn} for the representation vector received from the encoder. Fig. 4 shows the decoder with attention 

mechanism. 

 

Figure. 4 Decoder with attention mechanism 

As already mentioned, the encoder is a bidirectional LSTM which has a forward and a backward hidden state. The 

final encoder state can thus be obtained by the concatenation of these two states. 

Now, the decoder hidden state can be obtained as follows: 

 𝑥 = 𝑓(𝑥𝑡−1 , 𝑦𝑡−1, 𝑣)               (6) 
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The, LSTM decoder β, therefore can be represented as: 

 [𝑝
(𝑦𝑡|{𝑦𝑡|𝑖<𝑡},𝑣)

𝑥𝑡
] =  𝛽(𝑥𝑡−1, 𝑦𝑡−1 , 𝑣)          (7) 

When a huge dataset is provided to the model to learn, there is a possibility that few significant parts of the data 

may get ignored by the model. Paying attention to relevant part in the data can increase the performance of the 

model. An additional attention mechanism, therefore if added in the model can help us achieve this. Neural network 

architectures having different layers and can easily incorporate the attention mechanism through one of its layers. 

In a video data the importance scores of the frames in a shot are generally continuous but varies for various shots, 

therefore the decoder has to learn both the long-term dependency and the short-term dependency of these frames. 

The attention mechanism provides an additional attention weight to the inputs and enables the decoder to focus 

selectively on the input. The attention mechanism therefore, changes the representation vector v to V t, where Vt is 

the attention vector at time t.  

The LSTM decoder β after implementation of attention can be finally represented as: 

   [𝑝
(𝑦𝑡|{𝑦𝑡|𝑖<𝑡},𝑉𝑡)

𝑥𝑡
] =  𝛽(𝑥𝑡−1, 𝑦𝑡−1 , 𝑉𝑡)          (8)       

where Vt can be calculated as: 

              Vt = ∑ α t 
in

i=1 vt                (9) 

𝛼𝑡
𝑖 is the attention weight that is calculated at time t. This represents the amount of attention of the ith feature of the 

input video. To compute this, relevance score 𝑒𝑡
𝑖  needs to be computed. This is a combination of x t-1 the previous 

hidden state of the decoder and vt the output from the encoder at time t. It can be represented as: 

         et 
i = score( xt−1 , vt)                    (10) 

This relevance score can be computed either by using an additive score function or a multiplicative score function. 

We have used the multiplicative score function and thus the relevance score is calculated as follows: 

           et 
i = vi

TWaxt−1                                               (11) 

After the relevance scores have been computed for all the frames it is normalised to obtain 𝛼𝑡
𝑖. 

       αt
i= exp (et

i)/ ∑ exp (et
jn

j=1 )               (12) 

 

3.4 Summary Generation (Keyshots selection) 

After the frame level scores are obtained from the model, it needs to be converted into shot level scores so that the 

shots maybe further selected for the final summary. Based on the change points from the dataset used, the visually 

similar frames are converted into shots. The average of the predicted frame level scores of a particular shot is taken 

to compute the shot level score. Thereafter to obtain the final summary the optimization problem needs to be solved 

where we need to select the shots having highest weight and in temporal sequence. This exactly becomes similar to 

a 0/1 knapsack problem and is solved by dynamic programming. The shots are then combined together to create the 

final summary. 

IV. EXPERIMENTS AND RESULTS 

4.1 Implementation 

The input to the multi-layered BiLSTM encoder is a frame feature vector of 1024 dimension. During training, the 

video is down sampled to 320 frames, therefore a total input of 320 x 1024 is given to the encoder. Two additional 

layers of BiLSTM are stacked to the BiLSTM encoder. Each layer of a neural network has a specific number of 

nodes or neurons which decide how many variables should be there in that layer. Starting from 128 at BiLSTM layer, 

we proceeded with increasing and decreasing the number of nodes at each layer and found out that increasing number 

of nodes did not help in getting better scores. The optimal starting point was found to be 64 nodes. Learning Rate of 

Adam optimizer was set to 0.001. A total of 10 epochs were considered. The output of the encoder is combined with 
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the attention weights produced by the attention layer and sent as input to the multi-layered LSTM decoder. One 

additional LSTM layer is stacked to the LSTM decoder. The decoder makes the frame level score predictions which 

is further sent to the keyshot selection part. These frame level scores are then converted to shot level scores and the 

keyshots are selected for final summary by solving the optimisation problem that is exactly similar to 0/1 knapsack 

problem. The shots are then combined to create the final summary which is less than or equal to 20% length of the 

entire length of the input video. 

4.2  Dataset 

The proposed framework is trained and evaluated on a pre-processed TVSum dataset [23]. The TVSum dataset [26] 

is a publicly available benchmark dataset that consists of total 50 videos. These videos are downloaded from 

YouTube in 10 different categories. The detailed description of TVSum dataset is given in Table 1. The pre-

processed TVSum dataset used here has total 50 groups for video1 to video 50. The dataset consists of the following 

details, the length of each video, feature vector, label, change points (start and end of each segment), number of 

frames in each segment and user summary from 20 users represented as binary vector. The detailed description of 

the pre-processed dataset is given in Table 2. 

Table 1 Description of the TV Sum Dataset 

Name Description 

Video id Total of 50 videos 

Video Category 

Total 10 categories (videos are grouped in 5 videos 

per category). The categories are specified as two 

letter codes as follows: 

VT: Changing Vehicle Tire 

VU: Getting Vehicle Unstuck 

GA: Grooming and Animal 

MS: Making Sandwich 

PK: Parlour 

PR: Parade 

FM: Flash Mob Gathering 

BK: Bee Keeping 

BT: Attempting Bike Tricks 

DS: Dog Show 

Video Title Total of 50 videos 

url 
Has the url of the 50 videos that were downloaded 

from YouTube in 2014 

Length Time duration of the 50 videos in (mm:ss) format 

Shot level importance score 

Has the annotations made by 20 users, from 1 (low) to 

5 (high). Each shot has been annotated by 20 different 

users so all the frames in a particular shot have the 

same importance score. 

Table 2 Description of the Dataset 

 

 

 

 

 

 

Name Description 

 

Length Number of frames 

Feature Shape (320,1024) 

Label Shape (320,) 

Change_points Begin and end of each segment 

N_frame_per_seg Number of frames in each segment 

User_summary Summary of 20 users, each row is a binary vector 
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4.3 Evaluation Metric 

For assessment and further comparison with other state of art methods, the generated summaries are contrasted with 

the human generated summaries. The similarity of the summaries is measured through the three popular metrics, F1 

score, precision and recall. These metrics are utilised for objective or quantitative analysis of the technique. For a 

given video V, if generated video summary is Vs and ground truth summary is Vg the precision, recall and F1 score 

are calculated as follows: 

          P =
Vs  ∩ Vg

Vs
 ,    R =

Vs  ∩  Vg

Vg
               (13) 

           F1 =
2x (P+R)

(P+R)
 x 100                       (14) 

where P and R represent Precision and Recall and F1 represents the F1 score. 

4.4 Implementation Results 

The similarity of the summary processed by the suggested model and the human annotated summary is measured 

by the F1 score. Table 3 lists the values of precision, recall and F1 scores computed for 10 epochs during the training 

and testing process. 

Table 3 Performance metrics of the suggested model 

                

 

 

 

 

 

 

 

 

 

 

 

 

As discussed, to obtain the final summary the shots having highest weight and in temporal sequence are selected. 

The final summary is created by joining those shots and it is less than or equal to 20% of the entire length of the 

original video. Table 4 shows the results of 10 videos randomly chosen from the dataset and lists the details of the 

original video and the generated summary video. 

Table 4 Description of Results obtained 

 Original Video Summary Video 

Vide

o id 

Origin

al 

Lengt

h 

Total 

fram

es 

Total 

shots 

Summar

y Length 

Total 

fram

es 

Total 

shots 
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To do a fair comparison, Table 5 lists the F1 scores of some state-of-art methods that have performed and evaluated 

their proposed summarization technique on similar dataset. The obtained results clearly show that our ML-AVS 

model shows improvement on TVSum dataset and outperforms the listed state-of-art methods 

Table 5 Results (F1 scores) of various state-of-art methods on TVSum Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 shows the graphical representation of the comparison of the F1 scores of various state-of-art methods and 

Fig. 6 depicts the average performance of the model. 

 

 

 

2 

2.36 

mins 4687 32 0.38 sec 923 10 

5 

1.51 

mins 3326 23 0.26 sec 635 10 

14 

3.14 

mins 4852 33 0.39 sec 939 12 

25 

4.34 

mins 6579 44 0.54 sec 1301 15 

30 

2.47 

mins 4004 27 0.32 sec 779 10 

35 

2.29 

mins 4462 30 0.36 sec 877 12 

42 

3.18 

mins 5938 31 0.48 sec 1172 15 

45 

1.44 

mins 2499 17 0.20 sec 482 5 

47 

3.09 

mins 4739 32 0.38 sec 934 10 

50 

3.50 

mins 6911 31 0.56 sec 1363 19 

Method Unsupervised Supervised F1 Score 

 

ML-AVS (Ours)  ✓  61.9 

M-AVS [5]  ✓  61.0 

DHAVS [10]  ✓  60.8 

AC-SUM-GAN 

[32] 

✓   60.6 

HSA-RNN [27]  ✓  59.8 

A-AVS [5]  ✓  59.4 

CSNet [28] ✓   58.8 

CSNet [28]  ✓  58.5 

DySeqDPP [29]  ✓  58.4 

DR-DSN [19] ✓   57.6 

SUM-GAN sup 

[20] 

 ✓  56.3 

dppLSTM [30]  ✓  54.7 

vsLSTM [30]  ✓  54.2 

Li et al [31]  ✓  52.7 

SUM-GAN dpp 

[20] 

✓   51.7 
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Figure.5 Performance comparison of proposed model ML-AVS and other state-of-art methods 

 

Figure 6 Average Performance of the model 

V. CONCLUSION 

The model follows a supervised approach for generation of video summaries. A multiplicative attention mechanism 

is employed for assigning weights to the encoder input, so that the decoder may be able to make the predictions 

according to the attention weights and therefore assign proper importance scores to the frames. The frame scores 

are converted into shot level scores and then optimization is achieved by selectively picking up and joining the shots 

selectively. Addition of multiple layers to the neural network makes it deeper and is able to extract deeper features.  

The suggested model is able to successfully produces summaries of the original video that are less than or equal to 

20% length of the original video and a F1 score of 61.9. The ML-AVS model is compared with recent state of art 

methods for the same dataset and the obtained results show significant improvement. Stacking of layers on the 

encoder and decoder model proves to be an efficient technique and a comparatively better approach in comparison 

to several other state-of-art methods. However, the limited training set proved to be a limitation and can be improved 

further. As a future work, the technique can be applied for different and more specific genre videos and evaluated 

for different datasets. 
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